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Abstract 

Radiation therapy techniques advance from day to day. Image guided radiation therapy (IGRT) is particularly of 

current interest all over the world. An use of magnetic resonance imaging (MRI) is one of the IGRT techniques. In 

magnetic fieids, charged particles are deflected by the Lorentz force. So, we discussed about an utility of magnetic 

fields to X-ray therapy by the monte carlo simulation EGS and mesurement data. As effects of magnetic fields get 

apparent in low density regions, we considered an application was better for lung cancer.  

An application of magnetic fields to X-ray therapy made the more dose convergence than that of normal X-ray 

therapy, but unfavorable middle dose regions appeared at the mediastinum and chest wall due to the uniformity of  

magnetic field. Some kind of improvements are needed to overcome this defect.  

 

I. Introduction 
MRI-Linac is been developped in order to verify set-up of patients before irradiation or see internal organ motion 

under irradiation1)-3). Raaijmakers4) reported that, using IMRT, dose distribution in magnetic fields was comparable 

with that in non magnetic field. IMRT (Intensity Modulated Radiation Therapy) is one of the methods to deposit 

homogeneous high dose at the target by optimization of many beamlets. We thought deflection effects of magnetic 

field for secondary electrons by MRI-Linac would make ideal dose distribution which traditional irradiation 

methods couldn’t realize. Eq.1 is the Bethe-Bloch’s equation for electrons. This equation implies that the stopping 

power get small and ranges of electrons get long in low density regions. The longer ranges electrons have, the more 

apparent the effect of magnetic field gets. For this reason, we considered that it was better to apply magnetic field 

to lung cancer. Firstly, we investigated how dose distribution was changed by the presence of magnetic fields. 

Secondly, we measured dose distribution in magnetic fields by the electron linac and the permanent magnet, which 

is a third scale model of the AVF cyclotron, established at Osaka prefecture university. 
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II. Material and Methods 
II-1. Monte Carlo Simulation 
An calculation model was built based on CT images of lung cancer. Fig.1 shows calculation model. Four 

thretholds were established from the difference of CT values: air, lung, soft tissue and bone. A simulated tumor was 

manually added. The simulated tumor of 1.5cm in diameter was added in the center of right lung and isocenter was 

set at the center of the tumor. The energy spectrum of initial particles were quoted from the Daryoush’s report5). 

The 6MV of Varian’s linac was assumed. Table.1 shows the beam configuration. Coplanar arrangement was 

adopted. This was because some groups1)-3) studying MRI-linac assumed an open-bore MR scanner. Initial particles 

were 10^8 in number and each particle move between 1mm x 1mm x 2.5mm voxels. Absorbed dose deposited in 

those voxels was evaluated. Lower limit energies of electron and photon were 10 keV and 521 keV, respectively. 

Uniform magnetic fields directed from foot to head. The strength of the magnetic field was 0.5T, 1.5T or 0T all 

over the model. To compare each distribution, dose of all calculations was normalized at each isocenter dose. 

 

II-2. Measurement at Simple Geometry 
We thought the deflection effect for secondary electrons by magnetic fields was verified by not only monte carlo 

simulation but also actual measurement. So, we made some experiments at Osaka prefecture university. As the 

energy of linac was variable, we used energy ranges between 6MeV to 8MeV. Through all measuments, currents of 

electron beam were stable between 1μA to 8μA. Accelerated electrons once went outside through the window made 

of titanium whose thickness was 5μm. Then, they entered to the tungsten plate and produced bremsstrahlung 

X-rays. Produced X-rays were collimated to 2mm x 2mm. The gap of magnetic poles was set to 6cm in order to 

insert the phantoms. To the difficulty, magnets were designed as a third scale model of AVF cyclotron. So, they had 

concavo-convex shapes on their surfaces. In order to smooth surfaces of the magnets and get uniform magnetic 

fields, some iron plates were inserted to the valley of magnets. As to the detector, we used EBT radiochromic films. 

This is because radiochromic films doesn’ t need image development and the measument results are immediately 

confirmed. Two shapes of Tough-Water phantoms were inserted to the gap of magnet. The hexahedron phantom 

simulated the chest wall and the sphere phantom simulated the tumor, respectively. Both phantoms were divided to 

two pieces. Radiochromic films were sandwiched in those pieces of both phantoms and set parallel to the beam 

direction. The distance from the tungsten plate to the center of the sphere phantom was 65cm. After irradiation, 

results measured by films were converted from blackening distributions to dose distributions. Fig.2 shows the 

experimental set-up mentioned above. 

 

III. Results 
III-1. Monte Carlo Simulation 
Fig.3 (a)(b)(c) shows the dose distributions without magnetic fields, with 0.5T and 1.5T, respectively. Fig.3 (b) 

and Fig.3 (c) show similar tendencies as a whole. It was found that the secondary electrons produced in the tumor 

were deflected with magnetic fields, returned to the tumor and deposited their energies. As the radius of rotation 

was long in the case of 0.5T, secondary electrons were stopped in the lung before returing to the tumor and the low 

dose region spread around the tumor like a halo. But high dose was localized at the tumor in the case of 1.5T. Fig.3 
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(d) and Fig.3 (e) were the differential images when the dose distribution in the case of 0T was subtracted from that 

of 0.5T and 1.5T, respectively. Those images indicate that the dose in the lung region was decreased, but the dose in 

the chest wall and mediastinum was increased. This is because the effect of magnetic fields to secondary electrons 

were not selective and dose enhancement was occured in density differential regions similar to the boundary 

between the lung and tumor. Raaijmakers reported similar results6)-7). Fig.4 is the dose volume histogram curve 

about the gross tumor volume (GTV) and lung acquired from each calculation. Compared with the case of 0T, in 

the case of 0.5T and 1.5T, volume of high dose of the GTV is increased and the gradient of curves gets moderate. It 

is considered that secondary electrons in the tumor were slightly deflected and an ununiformity of the dose 

distribution was occured. 

 
III-2. Measurement at Simple Geometry 
Fig.5 shows the magnetic flux density measured by hall probe before the irradiation. Horizontal axis is the 

distance from the center of the gap of magnetic poles and vertical axis is the strength of magnetic fields. At both 

parts of original hill and valley, approximately uniform magnetic fields of 0.47T were acquired. The results 

calculated in advance by EGS indicated that dose enhancement was occued not only at the tumor but at the other 

density differential regions. So, for demagnetization, iron plates were established in front of the chest wall phantom. 

The results after that work are shown in Fig.6. The horizntal axis indicates the distance perpendicular to the beam 

direction, the axis of the depth direction indicates the distance along the beam direction and the vertical axis 

indicates the strength of the magnetic field. Iron plates demagnetized to about 0.2T on their surfaces, but didn’t 

more than 2cm away from their surfaces. The difference of dose distributions with or without magnetic fields is 

indicated in Fig.7. In Fig.7, upper is the dose distribution without magnetic fields and lower is the result measured 

in the gap of magnetic poles. As secondary electrons were deflected by the Lorentz force in magnetic fields, beam 

profile in the phantom was slightly spread to the inferior direction on paper. In the air, that effect was remarkable 

and then the appearance that distribution spreaded drawing the arc was found. Fig.7 also shows that high energy 

electrons returned to the sphere phantom and deposited their residual energies on the surface of the phantom. Same 

tendency was observed at the back wall of the chest wall phantom. Fig.8 is the results before and after the iron plate 

was inserted. Upper dose distribution is the same of the lower in Fig.7 and lower is the result after the insert of iron 

plates. Indicated in Fig.6, as the demagnitization was measured only at the surfaces of iron plates, any distinct 

variations were not seen. 

 

IV. Discussions 
As mentioned in the previous section, the effect of magnetic fields was remarkable in the region that the density  

shifted from high to low. As uniform magnetic fields were assumed, electrons returned not only at the tumor but at 

the chest wall and mediastinum. As to the mediastinum, dose distribution will be improved by the rearrangement of 

beams. In order to prevent the appearance of middle dose region at healty tissues, magnetic fields need to be 

ununiform. In our experiments, iron plates were inserted in front of the chest wall phantom but the demagnetization 

was observed only on the surfaces of iron plates. So, we need to optimize the arrangement of materials to attenuate 

magnetic fields. 

3



V. Conclusion 
It was indicated that an application of magnetic fields to X-ray therapy was be useful by monte carlo simulation 

and measurement data. Dose deposited by the electrons deflected by magnetic fields got high at the tumor, but 

unfavorable middle dose regions may appear at the chest wall and mediastinum. Optimized distribution of magnetic 

fields will make dose enhancement only at the tumor. 
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Table.1 The coplanar beam arrangement 

Field # 1 2 3 4 5 6 

Gantry 20 335 300 260 240 175 

Couch 0 0 0 0 0 0 
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Fig.1 The calculation model based CT images of lung 

cancer 
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 (e) Subtraction of dose distribution at 0T from 1.5T 
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Fig.4 Dose volume histograms of the monte carlo calculation 

Circles represents 0T, triangles represents 0.5T and squares represents 1.5T, respectively. 

 

 

 
Fig.5 Magnetic field distribution after the insert of iron 

plate. Upper is valley part of original geometry of 

magnet and lower is hill part 

 

Fig.6 Horizontal distribution after insert of iron plate 

in order to attenuate magnetic field 
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Fig.7 Dose distribution in the gap of permanent magnets 

 

 

 
Fig.8 Dose distribution in the gap of permanent magnets after the insert of iron plate for attenuation 
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Abstract 

Monitoring a gold marker position in or near the tumor in the radiotherapy can identify the tumor localization with a high 

degree of accuracy. However, it has been reported that the dose calculation using Radiation Treatment Planning Systems 

(RTPS) cannot calculate with the accuracy in the vicinity of high-Z and high-density interfaces. We investigated the effects of 

the scattered radiation due to a gold internal fiducial marker along the beam axis in a virtual lung phantom. However, practically, 

it is very important that the effects of scattered radiation near the marker are considered in the patient body. The purpose of this 

work is to study effects of the scattered radiation due to the gold internal fiducial marker in the virtual lung phantom by 

comparing the relative dose distributions of vertical direction to the beam axis using Monte Carlo (MC) simulation, film 

measurement and the RTPS calculation. The Electron Gamma Shower code version 5 (EGS5) was used for MC simulation. 

Radiochromic Film was used for the measurement. XiO was used for the RTPS calculation. The virtual lung phantom was 

irradiated by 10 MV photon beam with 5 x 5 cm
2
 field size. The differences for isodose level greater or equal to 50 % between 

the MC simulation and the RTPS calculation were up to 23.5 % in front of the gold marker, and up to 7.8 % at behind of gold 

marker. The causes of the differences between the MC simulation and the RTPS calculation are thought that the RTPS cannot 

precisely calculate the doses of the backscatter radiation, the frontscatter radiation, and the lateral scatter radiation, the lack of 

the secondary electron equilibrium, and etc.  

 

1.  Introduction 

 

      Real-time tumor-tracking radiotherapy (RTRT) is one of radiotherapy techniques, and the precise localization of 

moving tumors has become more and more important with RTRT [1]. Insertion of some internal fiducial markers into or 

near the tumor is essential step in RTRT. Monitoring the gold marker positions in the radiotherapy can identify the tumor 

localization with a high degree of accuracy. 

      In the radiotherapy, Radiation Treatment Planning Systems (RTPS) are used for the dose calculation inside 

patients. The correct dose calculation is crucial component in the radiation treatment planning. However, RTPS has been 

unsuccessful in the correct dose calculation for the vicinity of high-Z and high-density substances [2, 3]. In our previous 

study, we investigated the effects of the scattered radiation due to a gold internal fiducial marker along the beam axis in a 

virtual lung phantom. However, practically, it is very important that the effects of scattered radiation near the marker are 

considered in the patient body. 
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      Therefore, we studied effects of the scattered radiation due to the gold internal fiducial marker in the virtual lung 

phantom by comparing the relative dose distributions of vertical direction to the beam axis using Monte Carlo (MC) 

simulation, the film measurement and the RTPS calculation. 

 

2.  Materials and Methods 

 

2.1 Measurements to obtain density-dose conversion curve and dose profiles   

      Water-equivalent phantoms (tough water phantom, Kyoto kagaku Co.,LTD) of the size of 30 x 30 x 30 cm
3
 and 

Radiochromic Films (Gafchromic EBT Film, ISP.Inc) with the same lot number were used to obtain calibration curve for 

the conversion from the density to the dose. This film was selected because it can be used in the bright place, it can be 

placed closely to the gold marker and the phantom, it can be cut freely and etc [4, 5]. It has been reported that the 

uncertainty of the measurement using Gafchromic EBT Film was approximately 5.0 % [4, 5]. The films were placed in 

verticality to the central axis of 10 MV photon beams which were delivered from Varian Clinac 21 EX (Varian Medical 

Systems.Inc) with field size of 10 x 10 cm
2
 to obtain calibration curve, and exposed by 13 steps of monitor-units (MU) 

from 0 MU to 400 MU at source axis distance of 100 cm (source surface distance (SSD) = 90 cm, depth = 10 cm). 100 

MU = 1 Gy at depth of maximum dose. 

Fig. 1 shows the virtual lung phantom which was composed of tough water phantoms, tough lung phantoms 

(Kyoto kagaku Co.,LTD), cork boards (Kobe cork Co.,LTD), and a 2.0-mm-diameter gold ball (Eishin Co.,LTD). To 

obtain dose profiles, the films were placed at 5, 8 and 8.2 cm depth from the phantom surface (5 cm depth was used of 

the standard of the relative dose, 8 cm depth corresponded to the front of the gold ball, and 8.2 cm depth corresponded to 

the behind of the gold ball). The field size was 5 x 5 cm
2
 determined by jaw collimators because small fields are used 

prarctically. The virtual lung phantom was irradiated 250 MU at 100 cm of SSD. All films were digitalized by a flatbed 

scanner (EPSON Offirio ES 10000G) and analyzed by DD-system (Version 9.0.0, R-TECH.Inc). 

 

2.2 MC simulations to obtain dose profiles 

      The Electron Gamma Shower code version 5 (EGS5) was used for MC simulation. The simulation geometry was 

reconstructed accurately from the measurement geometry (shown in Fig. 1) except the films to compare between the film 

measurement and MC simulation. In the simulation, water was used for the material instead of the film because the 

composition of water was near the film. Table 1 shows the composition of the geometry and the density of the materials 

[6, 7]. The geometry for MC simulation was shown in Fig. 2. Data acquisition regions were allocated in the water 

phantom and each voxel size was 0.1 x 0.2 x 0.0234 cm
3
. Energy spectrum was quoted from published data for 10 MV 

photon beams of Varian [8]. The cut-off energies for transport calculation of electron (ECUT) and photon (PCUT) in all 

calculations of this study were set to 521 keV and 10 keV, respectively. Statistical uncertainties of the MC simulations 

were less than 1.0 % for the isodose level greater than or equal to 50 %.  

 

2.3 RTPS calculations to obtain dose profiles 

      XiO (Version 4.33.02, CMS.Inc) was used for RTPS calculations. The multi grid superposition algorithm was 

selected for all RTPS calculations because it was superior to any other XiO calculation algorithms including pencil beam, 

clarkson and convolutions [9, 10]. The inhomogeneity correction was processed in pixel by pixel, and the size of the 

calculation grid was 0.1 x 0.1 x 0.1 cm
3
. The dose calculations using the algorithm were fitted in that of the same linear 

accelerator used in the measurement. 

The geometry for the RTPS calculation was the same arrangement as the measurement. The virtual lung phantom 

was scanned and reconstructed by using the X-ray computed Tomography (CT) named Asteion (Toshiba medical 

Co.,LTD). In RTPS calculations, CT number-electron density conversion table is required, and the table ranges in XiO 

were from 0.3 (particles/ m
3
) to 1.8 since the table ranges typically used from air to bone. However, the relative electron 

density of the material of gold is higher than 1.8, then the relative electron density of the gold automatically assigned 1.8.   
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3.  Results 

 

Fig. 3 shows the comparison of off center ratio (OCR) curve at 8 cm depth corresponded to the front of the gold 

ball normalized to the dose at 5 cm depth among the MC simulation, the film measurement and the XiO calculation. The 

dose increment in the vicinity of the central axis was not seen in XiO calculation though it was seen in the MC simulation 

and the film measurement. The difference between the calculation results of EGS5 and measured data is defined as 

follows: 

[ ]%100
5

5
×=

−

EGS

EGStmeasuremen

D

DD
difference  

where Dmeasurement and DEGS5 are the relative dose in measurement and EGS5, respectively. The difference between the 

calculation results of EGS5 and XiO is defined as follows: 

[ ]%100
5

5
×=

−

EGS

EGSXiO

D

DD
difference  

where DXiO are the relative dose in XiO. The method of evaluating the OCR curve was quoted from the criteria as 

reported by ESTRO [11]. It assumed on a beam center axis to be δ1, and on the area of making to smoothness in the 

irradiation field to be δ3. The differences of the MC simulation and the measurement were 6.6 % on δ1, and 0.2 % on δ3. 

The differences of the MC simulation and the XiO calculation were -23.5 % on δ1, and -2.1 % on δ3. 

      Fig.4 shows OCR curves at 8.2 cm depth. The dose decrement in the vicinity of the central axis was not seen in 

XiO calculation though it was seen in MC simulation and the film measurement. The differences of the MC simulation 

and the measurement were -11.2 % on δ1, and -0.3 % on δ3. The differences of the MC simulation and the XiO 

calculation were 7.2 % on δ1, and -2.3 % on δ3. 

 

4. Discussion 

 

The differences as shown in Figs. 3 and 4 were caused by the effects of the partial volume. In this study, the pixel 

size of the measurement points in EBT was 0.17 mm while the mean value in the voxel in the data acquisition area in 

EGS5 was calculated. Therefore, the steep dose change in the vicinity of the gold ball was calculated to be gentler by the 

effect of partial volume in EGS5. The cause for the differences between the MC simulation and the RTPS is thought that 

the RTPS cannot calculate precisely the dose of the backscatter radiation, the frontscatter radiation, the lateral scatter 

radiation, the lack of secondary electron equilibrium, and etc [2, 3]. 

Practically, the size of a gold marker is different between facilities. Therefore, it is necessary to consider the effect 

of the size of the marker. It has been reported that large reduction in dose enhancement along the central axis is observed 

for the diameter changing from 2 cm to 0.5 cm though it is not observed from infinitely large to 2 cm [3]. And it is 

expected that large reduction in dose enhancement along the central axis is observed for the diameter changing from 0.5 

cm to 0.2 cm. Therefore, the size of a gold marker may be as small as possible. 

As for RTPS, the dose perturbation near the metal cannot be accurately expressed. Though EBT can measure, it is 

limited to a special situation like the phantom experiment. As for MC simulation, it seems that the evaluation in the 

situation near clinical is possible because it is computable in various situations. 

The results of MC simulation fill 160% or less homogeneity index (HI) in clinical enough [12]. It is necessary to 

avoid the dose increment to organ at risk though it is thought that the irradiation execution is possible. 

 

5.  Conclusions   

 

In this study, the effects of scattered radiation due to a gold internal fiducial marker in virtual lung phantom were 
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investigated. The dose increment and decrement by the scattering radiation were able to be confirmed by the MC 

simulation and the film measurement within ±0.5 cm in the vicinity of the marker to the lateral direction. And from these 

results, there is a possibility of an overestimated dose or underestimated dose in the vicinity of the marker in the RTPS 

calculation. 
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Figure 1.  The geometry of film measurement.          Figure 2.  The geometry of MC simulation. 
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Table 1 The compositions of the materials of the virtual lung phantom 

Materials Element composition (%) Density [g/cm
3
] 

Water H(33.33), O(66.67) 1.000 

Tough water H(8.20), C(66.26), N(2.20), O(20.71), Cl(0.37), Ca(2.27) 1.018 

Tough lung H(7.00), C(50.20), O(35.10), P(0.10), Cl(1.00), Al(1.50), Si(5.00) 0.320 

Cork H(6.78), C(53.87), O(39.35) 0.300 

Gold ball Au(100.0) 19.300 

 

 

Figure 3.  Comparison among the results of the MC simulation (:EGS), film measurement (:EBT) and RTPS 

calculation (:XiO) at the incident side of gold. 

 

 

Figure 4.  Comparison among the results of the MC simulation (:EGS), film measurement (:EBT) and RTPS 

calculation (:XiO) on the exit side of gold. 
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                    Abstract 

In these day，dose distributions inside patients are calculated using Radiation Treatment 
Planning System (RTPS). For the radiotherapy, dose calculation algorithms need high accuracy 
and reliability. 

In this work, dose calculation algorithms were evaluated by calculating output factor (OPF) 
using lung-equivalent phantom. The OPF was measured using an ionization chamber and 
calculated by Monte Carlo (MC) simulation or RTPS. By these evaluations, we investigated the 
accuracy of calculation method. Rates of change (RC) obtained using the MC simulation and 
the RTPS were larger values for a small field size than for a large field size (shown in Table1 
and Table2), where RC(%)=((OPFRTPS or EGS-OPFmeasure)/OPFmeasure)×100. As a whole, AAA 
(analytical anisotropic algorithm) calculation and the MC simulation show relative high 
accuracy, but PBC (pencil beam convolution) calculation shows low accuracy. 

 
 

1. Introduction 
 

In recent years, radiotherapy technology has been developed. With the advance of technology 
and the complication of irradiation, dose calculation algorithm by using Radiation Treatment 
Planning System (RTPS) was requested to be highly accurate. In this work, by calculating 
output factor (OPF) using by lung-equivalent phantom (tough lung phantom, Kyoto kagaku 
co.,LTD) as a low density material, dose calculation algorithms were evaluated. OPFs were 
obtained using measured values by an ionization chamber, Monte Carlo (MC) simulations and 
RTPS calculations. By comparing these values, the accuracy of the dose calculation algorithms 
was investigated. 
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2. Materials and Methods 
 
2.1 Ionization chamber measurement to obtain OPFs 
We used tough lung phantoms, tough water phantoms (Kyoto kagaku Co.,LTD) and the data 

was measured by an ionization chamber (PTW Type 30013) and an electrometer (PTW 
UNIDOS). 6 and 10 MV photon beams from a medical linear accelerator Clinac 2100 CD 
(Varian medical systems) were used to obtain sufficient quantity of the ionization. Field sizes 
were 7×7, 10×10, and 15×15 cm2 and measurement depths were 5, 10, and 20 cm. In the 
measurement, source axis distance (SAD) was 100 cm and the geometry is shown in Fig. 1. The 
measurement using the ionization chamber was repeated three times at each depth or each filed. 
The measurement values were revised against temperature and pressure correction factors, and 
the OPF was calculated for each condition. The OPF is defined by Dr(A)/D(A=10×10 cm2), 
where Dr(A) is the absorbed dose at the reference point r for field size A, the depth of r is 10 cm.  

 
2.2 RTPS calculations to obtain OPFs 

At first, lung phantoms were scanned by a computed-tomography (CT) equipment. The scan 
situation is shown in Fig. 2. Scan data acquired by CT were sent to a commercial RTPS Eclipse 
(Varian medical systems). The calculation algorithms were AAA algorithm and PBC algorithm. 
These algorithms have different characteristics. The AAA algorithm can take the change of side 
scatter with a low density tissue into account because Kernel is extended in the low density 
tissue and shrinked in the high density tissue. On the other hand, the PBC algorithm cannot take 
the change of side scatter with the low density tissue into account because Kernel can only be 
extended or shrinked by density scaling along the axis, also it cannot revise Kernel to the 
vertical direction of the pencil beam. We acquired monitor-units (MU) and dose/MU at the 
reference depth and then calculated OPFs. 

 
2.3 Monte Carlo simulations to obtain OPFs 

Electron Gamma Shower version 5 (EGS5) of the MC simulation code was used to obtain 
OPFs. In the MC simulations, the simulation geometry was accurately reconstructed from the 
measurement geometry as shown in Fig. 1. The composition of the tough lung phantom is H: 
7.0, C: 50.2, O: 35.1, P: 0.1, Al: 1.5, Cl: 1.0, Si: 5.0 (percentage by weight, %) and the density is 
0.32 g/cm3. Also, in regard to the composition of the tough water phantom, we used to water in 

place of the tough water phantom because percentage depth dose (PDD) of the tough water 
phantom and water were not so different. Data acquisition region was allocated on the center of 
field and the voxel size was 0.5 x 0.5 x 0.5 cm3. Statistical uncertainties of the MC simulations 
were less than 1.0 %. 
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Energy spectra of photon beams were excerpted from published data for 6 MV and 10 MV 
photon beams of Varian in all simulations [1]. 

 

3. Results and discussion 
 
3.1 Comparison between ionization chamber measurement and RTPS calculations 
OPFs at the depth of 5, 10, and 20 cm for 6 MV are shown in Figs. 3, 4, and 5, respectively. At 5 
cm depth, the OPF calculated by the AAA method algorithm agreed within ±1.0 % with 
measurement for 7×7 cm2, 15×15 cm2 by the ionization chamber. At 10 cm depth, results at 10 
cm depth were similar to those at 5 cm depth. However, at 20 cm depth, the OPF of 7×7 cm2 
field agreed within ±1.0 % with the measurement, while those of 15×15 cm2 field did not. Also, 
OPFs for 10 MV are shown in Figs. 6, 7, and 8. Results calculated by the AAA algorithm were 
similar to those for 6 MV. On the other hand, OPFs calculated by the PBC algorithm did not 
agreed with measurement by the ionization chamber both for 6 and 10 MV. The maximum of 
rates of change (RC) of the PBC method was -2.24 % for 6 MV, and was +2.87 % for 10 MV, 
As shown by these results, the accuracy of the calculation by the AAA method was higher than 
by the PBC method. 

 
3.2 Comparison between ionization chamber measurement and MC simulation 
  Results calculated by the MC simulation agreed within ±1.0 % with the ionization chamber 
measurement at 5 and 10 cm depth for 6 MV. However, for 20 cm depth, the rate of change was 
more than +1.5 % as shown in Table 1 and Figs. 3- 5. Also, results calculated by the MC 
simulation agreed within ±1.0 % with measurement by the ionization chamber at 10 and 20 cm 
depth for 10 MV, but at 5 cm depth, the RC was more than +1.5 % as shown in Table 2 and Figs. 
6- 8. However, as a whole, the accuracy of calculation by the MC method was thought to be 
considerable high. 

 
4. Conclusions 
The accuracy of the calculation algorithm for low density materials was investigated in this 

work. OPFs obtained using the ionization chamber agreed with the AAA algorithm in the RTPS 
and with the MC simulation. In comparison of these results, as a whole, OPFs were larger than 
those of the measurement when the field size was small, while OPFs were smaller than those of 
the measurement when the field size was large. Thus, the same energy spectra of the beam may 
overestimate the low energy compositions in the small field and underestimate the low energy 
composition in the large field. For the dose calculation of low materials such as lung, the 
accuracy of calculation by the AAA algorithm in the RTPS and the MC simulations were 
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relatively high, while that by the PBC algorithm was low. 
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Table 1 The rate of change (RC) of the RTPS calculation and the MC simulations for 6 MV 
 
 
 
 
 
 
 
 
 
 
Table 2 The rate of change (RC) of the RTPS calculation and the MC simulations for 10 MV. 
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Fig. 1 The geometry of the ionization chamber measurement  Fig. 2 The situation of CT scan 
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   Fig. 3. Output factors (OPFs) of the EGS simulation, the RTPS calculation and the 
ionization chamber measurement at depth of 5 cm for 6 MV 
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Fig. 4. Output factors (OPFs) of the EGS simulation, the RTPS calculation and the ionization   
chamber measurement at depth of 10 cm for 6 MV 

a side of the field (cm)

ionization chamber 

 
 

a side of the field (cm) 

ionizaition chamber 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Output factors (OPFs) of the EGS simulation, the RTPS calculation and the ionization 
chamber measurement at depth of 20 cm for 6 MV 
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Fig. 6. Output factors (OPFs) of the EGS simulation, the RTPS calculation and the ionization 
chamber measurement at depth of 5 cm for 10 MV 
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Fig.7. Output factors (OPFs) of the EGS simulation, the RTPS calculation and the ionization 
chamber measurement at depth 10 cm for 10 MV 
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Fig.8. Output factors (OPFs) of the EGS simulation, the RTPS calculation and the ionization 
chamber measurement at depth of 20 cm for 10 MV 
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Abstract 

Dosimetry protocols provide a set of correction factors for converting an ionization into a dose, but only for water-equivalent at 

a reference depth. The correction factors inside the bone-equivalent material should differ from those factors in water. We 

calculated the correction factor inside the bone-equivalent materials using Monte Carlo (MC) simulation. We converted the 

measured percentage depth ionization to the percentage depth dose (PDD) using this correction factor. The discrepancies 

between the converted PDD and the MC PDD ranged from - 0.2 to 1.4 % inside the bone-equivalent materials. In addition, we 

investigated the accuracy of the calculation in the radiation treatment planning systems. The doses calculated by MC are 

sufficiently accurate just before or at the side of the inhomogeneity due to the contribution of scatter doses from the high-density 

material. Convolution/Superposition algorithm does not provide the accurate calculation of the effect by scattered radiation. 

 

1.  Introduction 

      The effect of heterogeneity on dose distributions and dose calculations is an issue that has concerned the medical 

physics field for almost three decades. Dosimetry protocols [1] provide a set of correction factors for converting an 

ionization into a dose, but only for water at a reference depth. Therefore, an ionization chamber can be used only in the 

water-equivalent regions of the phantom as these correction factors inside the bone-equivalent material should differ from 

those in water [2]. 

      In the radiation treatment planning systems (RTPS), the accuracy of patient dose predictions has been 

continuously improved. The Convolution/Superposition (CS) algorithms have been recently implemented. However, 

larger errors in the calculated doses occur in the vicinity of tissue heterogeneities [3].  

      The aim of this work is to evaluate absorbed doses in heterogeneous slab phantoms with the bone-equivalent 

heterogeneity by means of comparing with the MC simulations. 

 

2.  Materials and Methods 

      Measurements, RTPS calculations, and MC simulations were performed for a field size of 10 x 10 cm
2
 with a 

constant source-to-surface distance (SSD) of 100 cm for 6 and 10 MV (measurements), for 10 MV (RTPS calculations) 

x-ray beams from a Clinac 2100C/D (Varian Medical Systems) linear accelerator, and for 6 and 10 MV x-ray beams of 

Varian (MC simulations) [4], respectively. 

      All measurements and calculations are made for slab phantoms of water-equivalent materials (Tough Water : TW, 

Kyoto Kagaku Co., LTD), bone-equivalent materials (Tough Bone : TB, Kyoto Kagaku Co., LTD), and lung-equivalent 
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materials (Tough Lung : TL, Kyoto Kagaku Co., LTD). The size of the slabs is 30 x 30 cm
2
 with the thickness ranging 

from 0.5 to 5 cm. The composition in weight, mass density, and relative electron density of each materials are detailed in 

Table I. Five configurations were studied (Fig. 1 (a)-(e)). 

      An absorbed dose in materials other than water is difficult to determine with standard ionization chambers 

because chamber correction factors are not known for these materials [5]. The AAPM Report No. 85 [6] indicates an 

inhomogeneity correction factor (ICF) for converting the ionization into the dose inside bone-equivalent materials as 

follow. 

( )
( ) water

water

gas

bone

bone

gas

bone
PL

PL
ICF

⋅

⋅
=

ρ

ρ
     (1) 

where ( )mat
gas

L ρ  is average restricted mass collision stopping power ratio (SPR) of material to air and matP  is 

perturbation correction factor of material. 

 

2.1  PDI measurements 

      The percentage depth ionization (PDI) curves were obtained by means of a cylindrical ionization chamber with 

0.6 cm
3
 volume (PTW 30013, PTW-Freiburg), which was connected to the electrometer UNIDOS (PTW-Freiburg). 

Measurements were carried out at depths of 12 points on the central axis of the beam ranging from 1.0 to 12.0 cm for  

Fig. 1 (a). 

 

2.2  RTPS calculations 

      A commercial RTPS XiO (Version 4.33.02, CMS, Inc) was adopted. The CS algorithm was selected for all 

calculations and calculation voxel size was 0.2 x 0.2 x 0.2 cm
3
. The dose distributions were calculated for Fig. 1 (b)-(e). 

In addition, the PDD curves were obtained by geometry shown in Fig. 1 (b)-(c), and the dose profiles at depths of 7.5 cm 

(Fig. 1 (d)) and 12.5 cm (Fig.1 (e)) where are the depth of center of TB were obtained. 

 

2.3  MC simulations 

      EGS 5 [7] and EGSnrc [8] MC code system were used to MC simulation. The simulation geometries were 

reconstructed accurately from the measurements and RTPS calculations geometries (Fig. 1 (a)-(e)). The cut-off energies 

for the transport calculation of electron (ECUT) and photon (PCUT) in all simulations were set to 521 and 10 keV, 

respectively. For obtaining relative doses, deposited energies at each region of interest divided mass density of each 

material are computed and normalized with the energy at the peak point. Energy spectra of photon beams were excerpted 

from published data for 6 and 10 MV photon beams of Varian in all simulations
 
[4]. The MC PDD curves and the 

measured PDD curves using water phantom for 6 MV and 10 MV agreed within 1.5 % discrepancies except the buildup 

regions. 

      Data acquisition regions of the PDD curve for Fig. 1 (a) were allocated on the central axis of the beam and each 

voxel size was 0.5 x 0.5 x 0.05 cm
3
. Statistical uncertainties were less than 1.0 % at all depths. 

Data acquisition regions of the PDD curve for Fig. 1 (b)-(e) were allocated the plane including the central axis of the 

beam and each voxel size was 0.2 x 0.2 x 0.2 cm
3
. Statistical uncertainties were less than 2.0 % at the side of 7.5 cm from 

the central axis of the beam. In addition, the PDD curves were obtained for Fig. 1 (b)-(c), and the dose profiles at depth of 

7.5 cm (Fig. 1 (d)) and 12.5 cm (Fig. 1 (e)) were obtained. 

      The SPR for Fig. 1 (a) was calculated using the EGSnrc/SPRRZnrc [9] code. The perturbation correction factors 

of TW and TB were calculated using the EGS 5. Fig. 2 shows the schematic representation of the calculation geometries 

arranged to compute the perturbation correction factor. The perturbation correction factor was computed as the ratio of 

doses [Dair] none / [Dair] chamber. [Dair] none is the dose to the sensitive volume in the air cavity for the chamber wall composed 

entirely of TW or TB. [Dair] chamber is the dose to the real chamber geometry. Fig. 2 demonstrates simple chamber 

geometries, but in EGS 5 calculations, detailed chamber geometries were used according to the manufacturers’ 

specifications [10]. 
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3.  Results and Discussion 

 

3.1  Converting measured PDI into PDD and comparison with MC PDD 

      Figs. 3 (a)-(b) show SPR for Fig. 1 (a) for 6 and 10 MV, respectively. The perturbation correction factor of TW 

and TB were 0.997, 1.037 for 6 MV, and 0.999, 1.022 for 10 MV, respectively. Using above factors and Eq. (1), ICF were 

calculated: 0.968 for 6 MV, and 0.956 for 10 MV. Figs. 4 (a)-(b) show measured PDI, converted PDD using ICF (cPDD), 

and MC PDD curves for 6 and 10 MV, respectively. PDI and MC PDD curves agreed within 3.0 to 4.8 % discrepancies 

for 6 MV, and 4.4 to 4.8 % for 10 MV inside the TB, where discrepancies = ((PDI – MC PDD) / MC PDD) x 100 (%). 

cPDD and MC PDD agreed within -0.2 to 1.4 % discrepancies for 6 MV, and -0.2 to 0.2 % for 10 MV inside the TB, 

where discrepancies = ((cPDD – MC PDD) / MC PDD) x 100 (%). 

To convert the ionization to the dose inside the materials except for water, we have to think about the SPR. 

Especially, inside high-density materials, we have to be careful about the shift of the perturbation correction factor. 

Accurate conversion will contribute to evaluate absorbed dose and radiation damage of the irradiated bone. 

 

3.2  Comparison RTPS with MC 

      Figs. 5 (a)-(d) show the dose distributions for Fig. 1 (b)-(e) calculated by XiO and EGS 5. Figs. 6 (a)-(b) show the 

PDD curves for Figs. 1 (b)-(c), and Fig. 7 (a)-(b) show the dose profiles at depth of 7.5 cm (Fig. 1 (d)) and 12.5 cm (Fig. 

1 (e)) calculated by XiO and EGS 5. Near the TB, the discrepancies between XiO and EGS 5 were 4.6 % (Fig. 6 (a)), 

3.5 % (Fig. 6 (b)) in front of TB, 3.6 % (Fig. 6 (a)), 2.8 % (Fig. 6 (b)) at behind of TB, 4.7 % (Fig. 7 (a)), 2.0 % (Fig. 7 

(b)) at the side of TB. As the depth was shallower, the discrepancies were larger. 

In the region before or forward or at the side of the high-density material the doses produced by the CS algorithm 

introduce some errors. That is, those doses are underestimated or overestimated (Figs. 5-7). The doses calculated by MC 

increase just before or at the side of the inhomogeneity due to the contribution of the radiation scattered from 

high-density material and decrease forward of the high-density material due to the contribution of the collapse of electron 

equilibrium. The CS algorithm does not provide the accurate calculation of the scatter effect. The enhancement by 

scattered radiation is a well known phenomenon for the beam penetrating from lower to higher relative electron density 

materials [5, 11]. For the beam penetrating from higher to lower relative electron density materials, the dose is decreased 

due to collapse of electron equilibrium. 

 

4.  Conclusions 

We could convert the ionization to the dose considering SPR of bone to air and the perturbation correction factor 

of the ionization chamber inside the high-density bone material. 

In the region before or forward or at the side of the high-density bone material, the CS algorithm underestimated 

the MC doses in the before or at the side region as the CS algorithm fails to predict the well-known dose enhancement 

just near the high-density bone material due to increased scatter and the CS algorithm overestimated the MC doses in the 

forward region as the CS algorithm fails to predict the collapse of electron equilibrium for the beam penetrating from 

higher to lower relative electron density materials. 
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Table I. Element composition, mass density, and relative electron density to water of the materials in this study 

 Tough Water (TW) Tough Bone BE-H (TB) Tough Lung (TL) 

Composition H 8.4 5.1 7.0 

(%) C 67.4 42.5 50.2 

 N 2.2 1.7  

 O 19.5 28.1 35.1 

 P  7.0 0.1 

 Al   1.5 

 Cl 0.2 0.1 1.0 

 Ca 2.3 15.5  

 Si   5.0 

Mass density (g cm
-3
) 1.017 1.5 0.32 

Relative electron density to water 0.989 1.415 0.312 
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Fig. 1. Diagrams of the phantoms used in measurements and calculations 

Fig. 2. Simplified schematic diagram of the two geometries used to compute the perturbation correction 

factor. The perturbation correction factor is computed as the ratio of doses [Dair] none / [Dair] chamber using 

EGS 5. The air cavity was 6 mmΦ x 23.6 mm. The electrode was 1.1 mmΦ x 21.1 mm, and material was 

Al. The wall thickness was 0.335 mm, and its material was PMMA. 
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a) 6 MV b) 10 MV 

Fig. 3. Calculated SPR of TW to air or TB to air using EGSnrc/SPRRZnrc for (a) 6 MV and (b) 10 MV. 

Fig. 4. Calculated PDD using EGS 5, measured PDI, and converted PDD using ICF from PDI (cPDD) 

for (a) 6 MV, and (b) 10 MV. 

a) 6 MV b) 10 MV 
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b) a) 
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d) 

Fig. 5. Calculated dose distributions ((a)-(d)) using EGS 5 and XiO for Fig. 1 (b)-(e), respectively. 

c) 
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Fig. 6. Calculated PDDs ((a) and (b)) using EGS 5 and XiO (CS) for Fig. 1 (b) and (c), respectively 

a) b) 

a) b) 

Fig. 7. Calculated dose profiles ((a) and (b)) at depth of 7.5 cm (Fig.1 (d)) and 12.5 cm (Fig.1 (e)), respectively. 
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Abstract 

We are developing a Monte Carlo (MC) based dose calculation system as a routine verification tool 
for four dimensional radiation therapy planning. It is of great importance of modeling multileaf 
collimator which induces leakage radiation, tongue-and-groove effect, beam hardening, and rounded 
leaf tip effect in intensity modulated radiation treatment (IMRT) field. The purpose of this study was 
to achieve accurate modeling inclusive of its dynamic motion behavior for the specific MLC 
(Millennium 120-leaf MLC, Varian) installed in our radiation treatment system. 
 First, we generated a geometrical MLC model based on its specification given by the manufacture. 
The implementation was performed employing the EGS4/PRESTA MC code. Subsequently, leakage, 
picket fence, sliding window, pyramid, and clinical tests with a water phantom were simulated for 
well-commissioned 6 MV and 15 MV photon beams, respectively. Then, the above simulated results 
were compared with the measured data with the same condition using a solid water phantom 
(Gammex RMI, Middleton, WI). 

The simulated doses were normalized to the maximum dose in the clinical field for the clinical test 
while normalized to the open field of 10 x 30 cm for the other tests. The averaged differences 
between the simulated and the measured doses were 2.1 % (maximum 3.7 %) for the clinical test and 
1.9 % for the other tests. 

We have achieved an accurate modeling inclusive of its dynamic motion behavior for the specific 
MLC. From the results, it is concluded that our modeling has a reasonable accuracy, which may be 
expectedly useful for a verification tool for radiation therapy planning. 
 
1. Introduction  

 
Most of the commercial treatment planning systems don’t take into account MLC design which 

causes the leakage radiation,1) the tongue-and-groove effect,2, 3) beam hardening4) and rounded leaf 

tip effect4) in intensity modulated radiotherapy (IMRT) field. It is generally accepted that Monte 

Carlo (MC) is the most accurate dose calculation method. The strength of MC comes from the fact 

that it can realistically model radiation transport and interaction processes through the accelerator 

head, beam modifiers and the patient geometry. The only one downside about MC algorithm is time 

consuming. There have been several fast MC codes developed, such as VMC/xVMC , VMC++, 

DPM and MCDOSE. These codes employ a variety of variance reduction techniques and achieve 
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reduced CPU time compared to ordinary EGS4 calculations. MC is becoming fast enough to be used 

in clinics (especially for treatment planning purposes) with the capability of accurate dose 

computations. We were to develop an integrated MC dose calculation system called MCRTV (Monte 

Carlo for Radiotherapy Treatment plan Verification) as a routine verification tool of radiotherapy.5) 

The MCRTV system was originally designed to provide the dose calculation benchmark results as 

accurately as possible, especially for IMRT plan QA. Therefore this system uses ordinary 

EGS4/PRESTA code. Recently, we developed the accurate model of the Varian Millennium 120-leaf 

MLC and appended it to the MCRTV system. The purpose of this study is to validate 120-leaf MLC 

model in various conditions. 

 

2. Materials and Methods 
 

The MC models of the Varian 120-leaf Millennium MLC was constructed using the EGS4/PRESTA 

MC code.6) Specific design of the MLC was accurately modeled in great detail considering the 

inter-leaf minute air gap, the tongue-and-grove design, the rounded leaf tip and the leaf alignment 

parallel to the beam divergence. The dynamic motion of the MLC leaves was simulated by sampling 

the leaf positions for each incident history using a cumulative probability distribution function of 

each leaf position, which can be created from a relationship between the fractional number of 

monitor units (MUs) and the corresponding leaf positions specified in the leaf sequence file. A 

similar method was employed by Liu H et al. for the DMLCQ component module in the 

EGS4/PRESTA code.7)  

All the MC simulations in MCRTV ran on a Linux cluster (Hyper Blade, Appro International, 

Milpitas, CA, USA), consisting of 14 nodes (2 CPUs/node) of 3.2 GHz Intel Xeon processors. The 

MC codes have been parallelized using the message passing interface (MPI) for interprocessor 

communication. Although parallel computing is a meaningful way to reduce the computation time, 

its accuracy is critically influenced by the quality of adopted random number generator. We have 

implemented the scalable parallel random number generator (SPRNG) (http://sprng.cs.fsu.edu/) in 

our EGS4 MC codes. Tyagi N et al. also used SPRNG in order to parallelize the DPM codes and 

obtained excellent agreement between the results computed with serial and parallel code.8,9)

The EGS4 transport parameters were set to ECUT = AE = 0.521 MeV for electrons and PCUT = 

AP = 0.010 MeV for photons in all simulations. Default parameters were used for the PRESTA 

electron transport algorithm. Then, beam file was used with well-commissioned phase space data 

which was calculated for treatment head model of Varian Clinac 2300C/D for a 6 MV and 15 MV 

photon beams by EGS4 MC code.5) To precisely estimate the statistical uncertainty for the MC dose 

computation, the history-by-history method was employed instead of the ordinary batch approach.10) 

The relative statistical uncertainty for the MC simulations was less than 1.5 % in all tests. 
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The static tests for validation of the MLC model were implemented for investigation of leaf leakage 

and picket fence effects. These effects are strongly affected by geometry of the MLC model.  

To examine how well the MLC model predicts dose undulations perpendicular to the direction of 

leaf motion for an MLC-blocked field due to leakage radiation, film measurements with above 

conditions (5 cm depth and 95 cm SSD) were made for 10×30 cm2 field at 6 MV. At 15 MV, the 

film was placed at 10 cm depth and 90 cm SSD. Kodak EDR2 film with solid water phantom 

(Gammex RMI, Middleton, WI) were used for these measurements. The results of film 

measurements were compared with those of MC calculations under the same conditions, except 

voxel size of 2.0×0.1×0.5 cm3 for MC calculations. Doses are shown in percentage for open field of 

a 10×30 cm2. 

To evaluate the effects of the leaf edges and tongue-and-groove geometry, we used the picket-fence 

patterns described by Siebers et al..11) The one-fence pattern was generated by closing the odd leaves 

and opening only the even leaves (or vice versa) and was used to validate particle tracking through 

the MLC leaf edges. The two-fence field was created by combining two alternating one-fence fields 

which resulted in the maximum tongue-and-groove effect. This field was used to validate the 

modeling of the leaf edges and transmission calculation. The spatial resolution was 2.0×0.1×2.0 cm3 

in MC simulation. Film measurements were performed at the same condition as leakage test. 

Sliding window, pyramid, and clinical tests were practiced as the dynamic tests. Sliding window 

tests evaluate the MLC leaf tip contribution to dose in dynamic MLC fields. Varying the window 

width, leaf tip transmission, and leaf tip leakage contributed to the total dose. The widths of the 

sliding windows were 1, 5, 10, 20, 50, 70 and 100 mm. Dose measurements were performed using 

the CC-04 ion chamber (Scanditronix Wellh¨ofer, Schwarzenbruck, Germany) with an active 

volume of 0.04 cm3 at a depth of 5 cm (95 cm SSD) for 6 MV, and at a depth of 10 cm (90 cm SSD) 

for 15 MV. The MC simulation used a voxel size of 0.5 × 2.0 × 0.5 cm3.To verify the accuracy of 

the leaf sampling technique used for simulating the dose delivery of dynamic IMRT fields, intensity 

distributions was simulated using both pyramid pattern and clinical data of prostate case with IMRT. 

Film measurements were performed at the same condition as leakage test. A voxel size of 0.3 × 0.2 × 

0.3 cm3 was used for MC simulations. 

 

3. Results 
 

The comparison of measured and calculated leakage profiles for the MLC blocked field are shown 

in Fig 1. Measurement results were averaged over a 2.0 cm wide band in the X direction centered on 

X = 0.0 cm to match the resolution of the MC calculations in that dimension. MC calculations could 

reproduce dose patterns by measurements in terms of the frequency and amplitude for both 6 MV 

and 15 MV beams. Note that even the alternating peaks of high and low intensity (present due to the 

32



alternating leaf MLC design) was correctly predicted. The dose difference between MC calculation 

and film measurement was less than 0.5％. In this study MLC leakage was 1.38% on average.  

The measured and calculated picket fence profiles were compared as shown in Fig 2. Fig 2(a) 

shows profiles on the condition that even leaves are opened, and Fig 2(b) shows on the condition that 

odd leaves are opened. The averaged discrepancy between MC calculated and measured doses was 

1.9%. From picket fence profiles, tongue-and-groove effect reduced dose by 8.3 % on average.  

Table I summarizes results for the sliding window test. The narrower sliding window width 

increased dose discrepancy between MC calculations and measurements. 

 Fig 3 shows a comparison of measured and calculated profiles for a pyramid intensity pattern 

delivered with a dynamic technique. Measurement results were averaged over a 2.0 cm wide band in 

the X direction. The averaged discrepancy was 1.6 %. However, at a single point at -2 cm from the 

central axis in 6 MV the simulation predicted a 2.2 % lower dose than the measurements. 

 Fig 4 shows an example of comparison of dose profiles between film measurements and MC 

results for the dynamic IMRT fields in a prostate cancer patient with 6 MV and 15 MV. Dose 

profiles were determined for 6 bands along in-plane (X= -1.0 cm, 0.0 cm, and 1.0 cm) and 

cross-plane (Y= -1.0 cm, 0.0 cm, and 1.0 cm) directions. The results MC calculation and 

measurements agreed less than 2.1 % almost all regions of interest. The most different point between 

the MC calculation and measurement was 3.7 % in the position with steep dose distribution.   

 

4. Discussion 
 

MLC models have been developed by various reasons12, 13). In this study we reconstructed 

accurate MLC code for dealing with this model in MCRTV. Table II shows the result of dosimetric 

effects in this study with other reports. MLC leakage which was reported by other studies were 

1.91% by Siebers J et al. , 1.58% by Jang Y et al. , and 1.50% by Heath E et al. 11 , 13, 14). In this study 

MLC leakage was 1.38% on average. Siebers J et al. and Jang Y et al. showed that the underdose 

due to the tongue - and - groove effect would amount to about 9.0% 11 , 14) . From results in this study, 

tongue - and - groove effect reduced dose by 8.3% on average. These data are within a good 

agreement. 

On the modern accelerators, the MLC system is a critical and integral component for the delivery 

and modulation. The commercial MLC have evolved to have very sophisticated designs. An 

approach to model the geometry of MLC, in which only photon attenuation and first Compton 

scattered photons were simulated through the MLC geometry, has been developed by Keall et al. 12, 

15 ) , Siebers et al. 11), and Fix et al. 16, 17) for the Varian 80 - leaf MLC. The leaf edges parallel to leaf 

motion were modeled with the tongue - and - groove, but the rounded leaf tips were simplified and 

modeled as planes focused at the source in other reports11 , 13, 14). Thus, although most investigators 
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tried to reduce CPU time with variance reduction techniques, we developed MCRTV to provide 

benchmark data of dose calculation as accurately as possible.  

That is why the averaged discrepancy of MC and measured was less than about 2.2% in all tests. 

The process described here for validating the IMRT dose calculation is not unique to the MC system. 

Any treatment planning or dose calculation for IMRT should be subjected to a similar process to 

determine model parameters and confirm the validity of the dose distributions 18 , 19). However, such 

modeling parameters may differ from system to system. This accurate model helps to minimize 

computational costs by better - optimized MC calculation parameters. 

 

5. Conclusions 
 

An EGS4MC dose calculation model of Varian 120-leaf Millennum MLC for dynamic IMRT was 

developed and validated its accuracy. MLC dosimetric effects were then successfully reproduced for 

both static and dynamic test patterns. This system will be used into the QA system for the routine 

verification of the commercial TPS for dynamic IMRT. 
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Table I. Measured and computed point doses for sliding window test 

 
 

 

 

  
 

 

 
Fig 1. Measured and calculated MLC leakage radiation 
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Fig 2. Measured and calculated dose blocked by odd leaves (a) and blocked by even leaves (b). 
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 Fig 3. Measured and calculated profile for 

(a) 

(b) 
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(c) 

 

(d) 

Fig 4. Measured and calculated profiles for 6MV cross-plane (a), 6MV in-plane (b), 15MV 

cross-plane (c), and 15MV in-plane (d). 

 

 Table II. Result of dosimetric effects in this study and other reports. 
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AbstractAbstractAbstractAbstract    
Ir-192 sources have been widely used in clinical brachytherapy.  For example, an intracavitary radiation therapy, an 

endovascular brachytherapy and a surface radiation therapy were performed using the Ir-192 sources.   

However, the appropriate step size, the catheter distance and reference points in the surface radiation 

therapy have not been investigated.  The purpose of this study is to determine the appropriate 

treatment parameters, such as the step size, the catheter interval and the reference point for the uniform 

exposure to a surface lesion using the Ir-192 sources.  To determine appropriate alignment of radiation 

sources, treatment planning systems (TPS) and Monte Carlo calculations were used.  Active source dwell 

positions were investigated at intervals of 0.5 cm and 1.0 cm for each applicator and each step, and reference points were 

investigated at distance of 1.0 cm and 2.0 cm from the center of each source.  The results of this study revealed that the 

step size and the catheter distance of 1.0 cm, and reference points placed at 1.0 cm distance from the center of each 

source are appropriate for the uniform exposure to the surface lesion. 

 

1.  Introduction 

Ir-192 sources have been used in the conventional brachytherapy of tumors.  An intracavitary 

radiation therapy, an endovascular brachytherapy and a surface radiation therapy [1-6] were performed 

using the Ir-192 sources, and conventional treatment planning systems (TPS) were used to create the plan. 

[1,5]  The conventional TPS generally follows the AAPM TaskGroup-43 (TG-43) brachytherapy dose 

calculation formalism.  This calculation bases on the application of the superposition principle to 

cylindrically symmetric dose distributions of single brachytherapy source that emits photon.  The 

calculation algorithm by conventional brachytherapy TPS algorithm is fitted where the source shielding 

can be negligible, water can be estimated to be equivalent to the tissue over the photon energy range, 

high-Z or low density materials are not present and scatterings are similar to the single-source 

brachytherapy dose distributions obtained by either measurements or Monte Carlo methods. [7]  TPS 

algorithm works well for the calculation of the single source dose distributions in water media.  

However, in clinical situations where the complex geometry or inhomogeneity regions are present, it is 

difficult to calculate accurately.  Additionally, for the surface radiation therapy, the appropriate step 

size, the catheter interval and the reference points have not been investigated. 
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The purpose of this study is to investigate the appropriate geometry for uniform exposure to 

surface lesion using Ir-192 sources.  Measurements by an ionization chamber and a radiochromic film 

were performed using the water phantom.  Those measurements are provided for verifications of the 

relative dose distributions calculated using our Monte Carlo simulations.  TPS was used to make the 

treatment plans for the uniform exposure to the surface lesion.  Those plans were used to determine 

the dwell times at each source position, and Monte Carlo calculations were performed using these dwell 

times.   

 

2.  Materials and Methods 

 

2.1 Ir-192 source 

      The brachytherapy source chosen for this study was a gamma-emitting isotope Ir-192 from the microSelectron 

HDR classic.  The active core and the encapsulation geometry of the source is illustrated in Fig. 1 and as well as their 

compositional data is given in Table 1. [8]   

2.2 Monte Carlo calculations 

Monte Carlo calculations were performed using Monte Carlo code (Electron Gamma Shower version 5; EGS) [9].  

Photons with seven discrete energies ( 0.296, 0.308, 0.317, 0.468, 0.589, 0.604, and 0.612 MeV ) were isotropically 

emitted from the source core in the simulations.  Emission rates of the energies were obtained from Ref. 10.  The 

simulations were performed in water (size 10 x 10 x 10 cm
3
) and calculations geometry of relative dose were illustrated 

in Fig. 2 (a), (b).  The tally grid was 0.1 x 0.1 x 0.1 cm
3
, and 2 x 10

9
 photon histories were simulated.  Typical 

statistical uncertainties were within ±3.0 %.  The beta energy spectrum of Ir-192 has a mean value of about 0.2 MeV 

(with a maximum value of about 0.67 MeV) and the dose contribution of the beta particles emitted Ir-192 plays a role 

only near the source.  Since it was reported that these effects can be ignored in the range over 0.2 cm [11], beta particles 

emitted Ir-192 were ignored in this study.  Cut off energy of photon (PCUT) is 0.01 MeV and cut off energy of electron 

(ECUT) is 0.521 MeV (include rest energy). 

 

2.3 Ionization chamber and radiochromic film measurements 

      To obtain the relative dose of short axis, the ionization chamber (Semiflex Chamber type 31010, PTW Freiburg) 

and the electrometer (UNIDOS, PTW Freiburg) were used.  It was selected due to its characteristics that its size 

was small and the chamber volume was 0.125 cm
3
.  The dose measurements were performed in 0.01 cm increments for 

0.43<d<0.5 cm, in 0.1 cm increments for 0.6<d< 2.0 cm and at distance of 0.55, 2.5, and 3.0 cm from the source center.  

The sum of the catheter radius and the chamber radius is equal to 0.43 cm.  Measured doses were normalized by the 

dose at 2.0 cm distance from the source center for the subsequent relative comparisons of the results from Monte Carlo 

methods and TPS. 

      The dose distributions were measured with radiochromic film (Gafchromic EBT film; EBT, ISP.Inc.) to provide a 

validation.  Main characteristics of the EBT are the high spatial resolution, the slight energy dependence, the near tissue 

equivalence, the small dose uncertainly and the usability in water. [12-14]  In this study, the EBT measurements were 

performed at 2.0 cm distance from the source center in water.  The films were scanned using an ES-10000G flatbed 

scanner (EPSON. Co.) and read using film-analysis software (DD-system version 9.0.0.0, R-TECH.Inc.).  Both 

measurements geometry were illustrated in Fig. 2 (a), (b). 

  

2.4 TPS calculations for uniform exposure 
      TPS calculations were performed using a commercial TPS (PLATO v14.3, Nucletron).  Active source dwell 

positions were investigated at intervals of 0.5 cm and 1.0 cm in each applicator and each step.  The dose distributions 

were normalized by the dose at the distance of 2.0 cm from the center of the central source.  Reference points were 

placed at 1.0 cm or 2.0 cm distance from the center of each source.  Target lesion of 2.0 x 2.0 cm
2
 or 4.0 x 4.0 cm

2
 was 
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irradiated by twenty five dwell positions (Fig. 3).  

3.  Results and discussions 

 

3.1 Validation of Monte Carlo calculations 

      To validate our results calculated by Monte Carlo method, the relative dose distributions were compared with 

measurement results of chamber or EBT and they are given in Figs. 4, and 5, and Tables 2 and 3.  Fig. 4 shows the 

relative dose curve along the short axis of the source.  The dose distribution is normalized at 2.0 cm distance from the 

source center.  On average, the deviation between chamber and PLATO is 0.82 % and those between EGS and PLATO 

is 2.74 % (Table 1).  Fig. 5 shows the relative dose profile along the long axis of the source.  On average, the deviation 

between EBT and PLATO is 2.29 % and those between EGS and PLATO is 2.12 % (Table 2).  These results show that 

the accuracies of dose distributions calculated using Monte Carlo in this study were confirmed. 

3.2 Investigation of uniform exposure to surface lesion 

Figs. 6 (a) and (b) show the contour maps of the dose distribution when twenty-five Ir-192 sources are placed with 

0.5 cm step size and catheter distance, and reference points are placed at distance of 1.0 cm from the center of each 

source (planⅠ).  Figs. 7 (a) and (b) show the contour maps of the dose distribution when twenty five Ir-192 sources are 

placed with 1.0 cm step size and catheter distance, and reference points are placed at distance of 1.0 cm from the center of 

each source (planⅡ).  Figs. 8 (a) and (b) show the contour maps of the dose distribution when twenty five Ir-192 

sources are placed with 0.5 cm step size and catheter distance, and reference points are placed at distance of 2.0 cm from 

the center of each source (planⅢ).  Figs. 9 (a) and (b) show the contour maps of the dose distribution when twenty five 

Ir-192 sources are placed with 1.0 cm step size and catheter distance, and reference points are placed at distance of 2.0 cm 

from the center of each source (planⅣ).  Table 4 shows the average doses of each reference point calculated by EGS 

and PLATO for each plan, and Table 5 shows the deviations between EGS simulation results and PLATO calculations for 

each plan.  Table 6 shows the average dose and standard deviation (SD) of the target plane calculated by EGS. 

From Table 4, it is observed that the average dose of each reference point calculated by each source position are 

almost same.  However, from Figs. 6-9 and Table 6, it is observed that the dose distribution, the average dose and SD of 

target plane calculated by planⅠand planⅡare more uniform than those calculated by planⅢ and planⅣ.  In this study, 

since the plan with step size and catheter distance of 1.0 cm can irradiate uniformly in lager range than those of 0.5 cm, 

step size and catheter distance of 1.0 cm are appropriate for the uniform exposure to surface lesion.  

  

4.  Conclusions  

The dose distributions for twenty-five Ir-192 sources with 0.5 cm or 1.0 cm step size and catheter distance, and 

with the reference points placed at distance of 1.0 cm or 2.0 cm from the center of each source were investigated in this 

study.  The results show that the calculations using EGS show lower value than those using PLATO when the reference 

points are placed at 1.0 cm, while the results using EGS show higher value when the reference points are placed at 2.0 cm.  

The reason may be the typical statistical uncertainties of EGS and limitations of PLATO algorithm.  The step size and 

catheter distance of 1.0 cm, and the reference points placed at 1.0 cm distance from the center of each source are 

appropriate for the uniform exposure to the surface lesion.  
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Fig. 1  The active core and encapsulation geometry of the source. 

 

 

Table 1 Compositional data for the encapsulation of the sources. 

elements Fe Cr Ni Mn Si Density 

by weight 68 㸣㸣㸣㸣 17 㸣㸣㸣㸣 12 㸣㸣㸣㸣 2 㸣㸣㸣㸣 1 㸣㸣㸣㸣 8.02 (g/cm
3
) 
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(a)                              (b) 

Fig. 2  The geometry to measure and calculate the relative dose. 

 (a) Geometry for the measurement by chamber.  (b) Geometry for the measurement by EBT film. 

 

 
Fig. 3  Geometry of Ir-192 sources for the uniform exposure. 

 

 

Fig. 4  Relative dose curves measured by chamber and calculated by EGS in comparison with PLATO calculation. 

 

Table 2  The deviations between chamber and EGS, for PLATO (%) 

 (chamber㸫㸫㸫㸫PLATO)/PLATO x 100 (EGS㸫㸫㸫㸫PLATO)/PLATO x 100 

Average 0.82 2.74 

Maximum 4.18 (0.5 cm distance) 5.70 (1.6 cm distance) 
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Fig. 5  Relative dose profiles measured by EBT and calculated by EGS in comparison with PLATO calculation. 

 

Table.3  The deviations between EBT and EGS, for PLATO (%) 

 EBT㸫㸫㸫㸫PLATO EGS㸫㸫㸫㸫PLATO 

High dose region (70㸣㹼㸣㹼㸣㹼㸣㹼)࣭࣭࣭࣭Maximum 2.89 4.09 

Low dose region (㹼㹼㹼㹼30㸣㸣㸣㸣)࣭࣭࣭࣭Maximum 5.07 3.98 

Average 2.29 2.12 

 

 

 

(a)                                   (b) 

Fig. 6  The dose distributions when twenty-five Ir-192 sources are placed with 0.5 cm step size and catheter distance, 

and reference points are placed at 1.0 cm distance from the center of each source. 

(a) X-Y plane at 1.0 cm (b) X-Z plane at Y=0.0 cm (planⅠ) 
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(a)                                   (b) 

Fig. 7  The dose distributions when twenty-five Ir-192 sources are placed with 1.0 cm step size and catheter distance, 

and reference points are placed at 1.0 cm distance from the center of each source. 

(a) X-Y plane at 1.0 cm (b) X-Z plane at Y=0.0 cm (planⅡ) 

 

 

(a)                                (b) 

Fig. 8  The dose distributions when twenty-five Ir-192 sources are placed with 0.5 cm step size and catheter distance, 

and reference points are placed at 2.0 cm distance from the center of each source. 

(a) X-Y plane at 2.0 cm (b) X-Z plane at Y=0.0 cm (planⅢ) 
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(a)                               (b) 

Fig. 9  The dose distributions when twenty-five Ir-192 sources are placed with 1.0 cm step size and catheter distance, 

and reference points are placed at 2.0 cm distance from the center of each source. 

(a) X-Y plane at 2.0 cm (b) X-Z plane at Y=0.0 cm (planⅣ) 

 

Table 4   The average dose of each reference point calculated by EGS and PLATO. 

Average dose of each reference point (Gy) 

 planⅠⅠⅠⅠ planⅡⅡⅡⅡ planⅢⅢⅢⅢ planⅣⅣⅣⅣ 

PLATO 1.99 2.00 1.98 1.96 

EGS 1.98 2.00 2.05 2.00 

 

Table 5  The deviations between results of EGS and PLATO calculations for each plan. 

The deviations between results㸦㸣㸧ࠊ㸦㸣㸧ࠊ㸦㸣㸧ࠊ㸦㸣㸧ࠊ(results of EGS 㸫㸫㸫㸫 results of PLATO) 

 planⅠⅠⅠⅠ planⅡⅡⅡⅡ planⅢⅢⅢⅢ planⅣⅣⅣⅣ 

Average - 0.61 - 0.25 3.18 2.17 

 

Table 6   The average dose and standard deviation (SD) of the target plane calculated by EGS 

 planⅠⅠⅠⅠ planⅡⅡⅡⅡ planⅢⅢⅢⅢ planⅣⅣⅣⅣ 

Average dose (Gy) 2.00 2.05 2.10 2.09 

SD (%) 2.86 3.27 5.13 5.84 
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Abstract

The microSelectron-HDR remote afterloading device has used for high dose-rate brachyther-
apy. We use the calculations of PLATO clinical treatment planning system for brachytherapy.
Detailed Monte Carlo simulation EGS5 has also used in medical radiations. We compared the
calculations of PLATO clinical treatment planning system and EGS5 simulations for brachyther-
apy. We found that the difference between the calculations of PLATO and EGS5 simulations is
approximately less than 5%.

1 Introduction

Brachytherapy is a useful clinical treatment for a prostate cancer [1, 2]. We use the microSelectron-
HDR remote afterloading device for brachytherapy. This treatment is used high-intensity 192Ir
sources.　The sources capsuled in a stainless are embedded and irradiated the prostate. Generally,
we calculate dose as a clinical treatment planning before an actual irradiation in a body. The
calculated values are derived from PLATO clinical planning system. The calculation algorism
follows American Association of Physicists in Medicine Task group No.43 Report (AAPM TG-
43) [3], and they are based on dose-rate distributions used for clinical implementation and dose-
calculation methodologies. The EGS5 is the powerful simulation for electromagnetic interactions
and can be applied in the field of radiology [4]. EGS5 simulations are thought to be comparable to
the calculation of PLATO planning system. We compare EGS5 simulation and the calculation of
PLATO planning system and report differences of them.

2 The calculation of PLATO planning system

The PLATO brachytherapy planning system calculate based on AAPM TG-43 [3]. The dose-rate
equation is following,

Ḋ(r, θ) = Sk · Λ · G(r, θ)
G(r0, θ0)

· g(r) · F (r, θ), (1)

where r denote the distance (in centimeters) from the center of the active source to the point of
interest, r0 denotes the reference distance which is specified to be 1 cm in this protocol, and θ
denotes the polar angle specifying the point of interest, θ0 denotes the reference angle which is
specified to be 90◦ shown as Fig.1. The other parameter Sk, Λ, G(r, θ), g(r) and F (r, θ) represent
the air-kerma strength, the dose rate constant, the geometry function, the radial dose function and
the 2D anisotropy function respectively. Sk is calculated as the source intensity when the treatment
starts. Λ is used the value 1.108 cGy/h/U in this planning system. The unit U is defined as the
air-kerma strength, 1U=1cGy·cm2/h.
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P r

P r0 0

0r =1cm

L

Figure 1: Coordinate system used for brachytherapy dose calculations. P (r, θ) represents the
interesting point. r0 and θ0 mean 1 cm and 90◦ respectively.

2.1 Geometry function

The purpose of the geometry function is to improve the accuracy with which dose rate can be
estimated by interpolation from data tabulated at discrete points. The protocol uses of point and
line source models give the following functions,

GP (r, θ) = r−2 point source approximation, (2)

GL(r, θ) =

{
β

Lr sin θ if θ 6= 0◦

(r2 − L2/4)−1 if θ = 0◦
line source approximation, (3)

where β is the angle as shown in Fig.1.

2.2 Radial dose function

The radial dose function, gX(r), accounts for dose fall-off on transverse-plane due to photon scat-
tering and attenuation, and is defined by Eq.(4),

gX(r) =
Ḋ(r, θ0)
Ḋ(r0, θ0)

GX(r0, θ0)
GX(r, θ0)

. (4)

The subscript “X” represents whether a point source, “P”, or line source, “L” is used in trans-
forming the data.

2.3 2D anisotropy function

The 2D anisotropy function, F (r, θ), is defined as

F (r, θ) =
Ḋ(r, θ)
Ḋ(r, θ0)

GL(r, θ0)
GL(r, θ)

. (5)

The Geometry function GL is the formula in case of the line source. gX(r) and F (r, θ) are investi-
gated by the experiment and the Monte Carlo simulations in each point or line sources. We use a
high-intensity 192Ir source which is the Microselectron-HDR new design type. Each values of this
radial dose function g(r) and the 2D anisotropy function F (r, θ) are tabulated by G.M.Daskalov [5].
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3 Results

For the EGS5 simulating, the following parameters are considered in various regions or mediums,
sampling of angular distributions of photoelectrons, K and L edge fluorescent photons, K and L
Auger electrons, Rayleigh scattering, linearly polarized photon scattering, incoherent scattering
and Doppler broadening of Compton scattering energies. We continued the simulations until the
cut off kinetic energy 1 KeV for one track. As other conditions, the emission rate of 192Ir is 2.072.
We calculate the dose with the probability of radiations going outer the stainless steel capsule.

3.1 Comparing results of the experiment and the EGS5 simulations

Before comparing with the EGS5 simulation and the calculation of PLATO planning system, we
need to check the EGS5 simulation compared with the measurements of source intensities. We
used the 192I Microselectron-HDR new design type and measured in two positions, 8cm and 5cm,
with θ = 90◦(= θ0) as shown in Fig. 1. The ionization chamber type is PTW N3001 which has 0.6

PTW N3001

8cm 8cm

5cm

Figure 2: The picture shows the experiment in which the absorbed dose in the Mix-Dp fantom
plate is measured. The ionization chamber is used PTW N3001. The distances are 5cm and 8cm.

cm3 detectable volume. and using a medium is the Mix-Dp phantom. Used radiation of 192Ir has
288.18GBq. Fig. 2 shows the setting the source and the chambers in the experiment. The number
of simulated showers is 1.0×108, the statistical error is less than 1% in 5cm, 2% in 8cm. The results
of the experiment and the EGS5 simulation are tabulated in Table 1. For quantitative comparisons,

Table 1: The results of the experiment and the
EGS5 simulation. Values need to apply ×10−3

and the unit is Gy/sec.

distance Experiment EGS5

5 cm 3.8975± 0.0016 3.8138± 0.0299

8 cm 1.4690± 0.0024 1.4280± 0.0174
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Figure 3: The ratios Experiment/EGS5. The
ratios are shown by %.

we express the ratio, the experimental results divided by EGS5 results. Fig.3 represents the results.
The ratios are 1.220 ± 0.0080 in the distance 50 mm and 1.0287 ± 0.0126 in the distance 80 mm.
Both differences are about 2 ∼ 3 %. The results of the experiment are larger than the simulations.
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3.2 Comparing results of the calculation of PLATO planning system and the
EGS5 simulations

We compare the results of the calculation of PLATO planning system and the EGS5 simulations
from 10 mm to 100 mm for each 10 mm. In these calculations and simulations, θ in Fig.1 is equal
to 90◦(= θ0). Total showers used in the simulation are 108 events. Every statistical error is less
than 1.5 %. Calculations and simulations use water as media. Fig.4 shows the absolute absorbed
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Figure 4: The results of absorbed dose in
water. •: EGS5 simulations. ˜: PLATO
calculations.
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Figure 5: The ratios PLATO/EGS5. The
ratios are added as predicted experimental
results divided by EGS5. •: PLATO/EGS5.
˜: Exp.(predict)/EGS5.

Table 2: The results of absorbed dose EGS5 simulations in water shown in Fig.4. The unit is
Gy / ( Bq sec.).

distance(mm) 10 20 30 40 50

EGS5 (3.260± 0.017) (8.251± 0.058) (3.716± 0.031) (2.084± 0.020) (1.343± 0.014)

×10−13 ×10−14 ×10−14 ×10−14 ×10−14

distance(mm) 60 70 80 90 100

EGS5 (8.884± 0.100) (6.708± 0.080) (4.909± 0.063) (3.845± 0.052) (2.926± 0.042)

×10−15 ×10−15 ×10−15 ×10−15 ×10−15

Table 3: The ratios PLATO/EGS5 and Exp.(predict)/EGS5 shown in Fig.5.

distance(mm) 10 20 30 40 50

PLATO/EGS5 1.041± 0.005 1.044± 0.007 1.033± 0.009 1.032± 0.010 1.016± 0.010

Exp.(predict)/EGS5 1.022± 0.013

distance(mm) 60 70 80 90 100

PLATO/EGS5 1.053± 0.012 1.006± 0.012 1.026± 0.013 1.006± 0.013 1.034± 0.015

Exp.(predict)/EGS5 1.029± 0.018

dose in the water for each distance. The difference in Fig.4 is almost negligible in the log scale.
We also express the ratio, the calculation of PLATO divided by EGS simulations. Fig.5 shows the
ratio as closed circles. Open squares are expected ratio from the mentioned experimental results.
The difference are shown ≈ 4% near the point source(≈ 10mm) and ≈ 2% at the distance 50 mm.
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The ratios more than 50 mm fluctuate for the statistical errors. The experimental results in the
distance 50 mm and 80 mm are good agreement with the calculation of PLATO planning system.
The EGS5 values in Fig.4 are tabulated in Table 2 and the rations in Fig.5 are tabulated in Table
3.

4 Conclusion

We compare the EGS5 simulation and the calculation of PLATO planning system. First of all,
we compare the EGS5 simulation and experimental results. We measured absorbed doses in the
distances 50 mm and 80mm. The experimental results are ≈ 2% larger than the EGS5 simulations.
The differences of the EGS5 simulations and the calculation of PLATO planning system are less
than ≈ 5% in the distance 10 mm to 100 mm. The experimental results in the distance 50 mm
and 80 mm are good agreement with the calculation of PLATO planning system, because the
AAPM TG-43 protocol used in the PLATO planning system is based on the experimental results.
Nevertheless the EGS5 is not specialized in the field of radiology, the difference ≈ 4% between
the EGS5 simulation and the calculation of PLATO planning system is small. We conclude that
the EGS5 simulation is useful for the brachytherapy. We compare the EGS5 simulation and the
calculation of PLATO planning system in the only special case along on the transverse-plane of
the source (= θ0). This means 2D anisotropy function F (r, θ) = 1. Hence 2D anisotropy function
F (r, θ) dose not contribute the calculation of PLATO planning system in this time. The different
results of the comparison may be led in another case 6= θ0.

References

[1] AT. Porter, JW. Scrimger, JS. Pocha, Int J Radiat Oncol Biol Phys. 14 3, 571(1988).

[2] D. Miszczak, “Proceedings of the XLII Zakopane School of Physics, Zakopane 2008”, ACTA
PHYSICA POLONICA A 115, 583(2009).

[3] M. J. Rivard et.al., Med. Phys.31 3,633(2004).

[4] T. Oshima et al., Phys. Med. Biol. 54 3491(2009).
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Abstract 
Monte Carlo (MC) method provides the most accurate dose distributions.  A drawback of the method is the long computing 
time needed to commission dose calculations of acceptable accuracy.  Physical characteristics of the photon source from a 
clinical linear accelerator were important for MC commissioning.  In this study we simulated a 6 MV photon beam from 
Varian Clinac and analyzed their characteristics, such as planar fluence, energy fluence, angular distribution, and energy 
spectrum.  Phase space data (PSD) was scored for the field size 40 cm × 40 cm at source surface distance (SSD) of 100 cm.  
Due to the geometry of the flattening filter, planar fluence were increased with the off axis distance increased.  Energy fluence 
was plateau due to the change of mean energy.  Energy spectra based on the locations of the last interaction, such as target, 
primary collimator, and flattening filter, were different from each particle position at the isocenter.  We investigated that 
physical characteristics of the photon source from a clinical linear accelerator was significantly different from each particle 
position at the isocenter. 
 
 

1.  Introduction 
 

      High precision radiotherapy needs complex beam delivery.  Dose calculation is one of the most important 
factors for quality assurance (QA) and quality control (QC) in radiotherapy.  Accurate dose calculation algorithms are 
essential.  In commercial treatment planning systems (TPS), comparatively accurate dose calculation algorithms, such 
as convolution/superposition method [1-3], have been used.  However, the conventional dose calculation algorithms 
often fail to predict accurate dose distributions, mainly due to the inhomogeneities in the patient anatomy, such as lung 
and bone [4-6].  For example, widespread conventional algorithms in the commercial TPSs cause systematic error that 
exceeds 10% in the thoracic area [7].  The accuracy required for dose computation is generally within 2% [8-10], 
however, large errors in the doses calculated by conventional dose algorithms exceeding that criteria were reported [8].  
These uncertainties in dose distributions may cause the unintended overdose or underdose to the target or the surrounding 
normal tissues and influence clinical outcome. 
      Currently, Monte Carlo (MC) is the most accurate dose calculation algorithm, since it can precisely calculate 
realistic radiation transport through the treatment head of the clinical linear accelerator and the in the patient anatomy.  
There are several possible approaches to generate an accurate source model to achieve the accurate dose calculations.  
One approach to generate a source model is to characterize the beam analytically [11,12].  The parameters of the beam 
model are approximately determined from the measured data of the dose distribution in a homogeneous phantom.  
Hence, this source model has risk to model physically unreal conditions [12].  The other approach is to perform full MC 
simulations of the radiation transport through the accelerator head and to generate phase-space data (PSD) that contains 
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the necessary data (position, direction, and energy) for each particle traversing the phase-space (PS) scoring plane 
perpendicular to the beam axis and above the irradiated body.  This PSD provides accurate particle distributions in the 
PS plane, thus, PSD can be used directly as source models [13-16].  A drawback of the method is the long computing 
time needed to commission dose calculations of acceptable accuracy.  Physical characteristics of the photon source from 
a clinical linear accelerator are important for MC commissioning.   
In this study, we simulated a 6 MV photon beam from Varian Clinac and analyzed their characteristics, such as planar 
fluence, energy fluence, angular distribution, and energy spectrum. 
 
 
2.  Materials and Methods 
 
2.1 MC simulation 
 
      We have developed the MC models of the treatment head of the Varian Clinac 23EX (Varian Medical Systems, 
Palo Alto, CA) linear accelerator for a 6 MV photon beam.  Figure 1 shows schematic drawings of the Varian Clinac.  
The EGS5 MC code [17] was used in this study.  The modeled linac head components were as follows: target/backing, 
primary collimator, vacuum window, flattening filter and jaws on the X and Y coordinates.  The jaws were set to 
produce 40×40 cm2 open field at source surface distance (SSD) of 100 cm.  The monitor ion chamber and field mirror 
were omitted from modeling since they were present only a small attenuation to the photon beam. [12]  The mean 
electron beam energy incident on the target and the FWHM of the radial intensity distribution were set to 5.95 MeV and 
0.8 mm, respectively.  The FWHM of energy distribution was consistently 3% of the mean energy.  The distributions 
of the energy and intensity were assumed Gaussian in shape.  Figure 2 shows Gaussian distribution calculated for the 
simulation.  In the MC simulation, a total of 1.0×109 electron histories was simulated.  The energy cut-offs for particle 
transport were set to AE = ECUT = 0.700 MeV and AP = PCUT = 0.010 MeV.  The PSD file contained approximately 
a total of 3.5×107 photon which correspond to 1.0 GB file size. 

 
2.2 PSD Analysis 
 
      A Analysis application was developed in C++ Builder (Borland Software Corp., Scotts Valley, CA) and runs 
under the Windows XP (Microsoft, Inc., Redmond, WA) operating system.  To analyze the PSD related to the locations 
of the last interaction, zlast and LATCH variables were introduced to the EGS5 code.  Each physical characteristics, such 
as planar fluence, energy fluence, angular distribution, and energy spectrum were analyzed with respect to each LATCH.  
Planar fluence was calculated by counting the particle of the PSD with respect to each off-axis distance.  Energy fluence was 
also calculated by considering the each particle energy.  Angular distribution was calculated by reconstructing the radiation 
angle between the position of last interaction and isocenter plane.  Energy spectrum was calculated by counting the particle of 
the PSD with respect to each energy. 
 
 

3.  Results and discussion 
 
      Figure 3 shows the distribution of the origin sites of photons for a Varian 6 MV photon beam.  Particle interacted 
with the treatment head components.  Figure 4 shows the planar fluence (a), energy fluence (b) and angular distribution 
(c) with respect to each treatment head components.  Due to the geometry of the flattening filter, planar fluence were 
increased with the off axis distance increased.  Energy fluence was plateau due to the change of mean energy.  Angular 
distribution was increased with distance from the central axis and rapidly decreased due to the geometry of the flattening filter 
and the primary collimator.  Flattening filter decreased the fluence of the central axis due to the thick material.  Primary 
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collimator eliminated the particle that was unnecessary because of their large radiation angle.  Figure 4 shows energy 
spectra based on the locations of the last interaction, such as target, primary collimator, and flattening filter, were different from 
each particle position at the isocenter.  Energy spectrum at the region of the field edge was hardened compared to that at the 
central axis due to the flattening filter. 
 

4.  Conclusions  

      We developed the PSD analysis application and investigated that physical characteristics of the photon source from a 
clinical linear accelerator was significantly different from each particle position at the isocenter.  This information will be 
helpful for MC commissioning. 
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Figure 1.  Schematic drawings of Varian Clinac 23EX. 

 

 

 

 

 

 
 (a)                                            (b) 

Figure 2.  Gaussian distribution (a) and sampled intensity distribution (b). 
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Figure 3.  Distribution of the origin sites of photons for a Varian 6 MV photon beam. 
 

 
                  (a)                                (b)                              (c) 

Figure 4.  Planar fluence (a), energy fluence (b) and angular distribution (c). 
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                      (a)                                          (b)        
Figure 5.  Energy spectra at the central axis (a) and the field edge (b). 
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Abstract 

There is specific beam molding filter called beam-shaping filter or Bow-tie filter in front of an X-ray tube of X-ray CT device. 
The beam-shaping filter equalizes radiation quality after X-rays penetrated an object. The geometry and composition of the 
filter is secret in each manufacturer and is complex. Therefore, it is difficult to build in mathematical model of the actual beam 
shaping filter in the simulation code. In this study, we incorporated data sets of dose distribution and energy change in an X-ray 
fan beam based on measurement into the EGS5 simulation code. In this measurement, a semiconductor dosimeter called 
rapidose was used. Evaluation of calculated result was performed by comparing computed tomography dose index (CTDI) of 
the calculation and the measurement. The simulation value was higher around 2 times than measurement value when the dose 
distribution in the X-ray fan beam was not considered. The measurement value and the simulation value were comparatively 
close when the dose distribution was considered. 
 
 

1.Introduction 
 
There is specific beam molding filter called beam - shaping filter or Bow-tie filter in front of an X-ray tube of X-ray CT 
device. The beam-shaping filter equalizes radiation quality after X-rays penetrated an object. This filter is essential to 
make an accurate computation in X-ray CT Monte Carlo simulation. The geometry and composition of the filter is secret 
in each manufacturer and is complex. Therefore, it is difficult to build in mathematical model of the actual beam shaping 
filter in the simulation. In general, the geometry of the beam-shaping filter is thin in the center and is thickened with 
increasing distance from the center. We attempted to simulate using measured value of X-rays after transmitted the filter 
instead of modeling the actual filter.  

Evaluation of calculated result was performed by comparing computed tomography dose index (CTDI) of the 
calculation and the measurement.  
    

2.Materials and Methods 
 
2.1 Consideration of effect by beam-shaping filter 
A fan angle of X-ray CT device used for measurement is 38°. An angle of X-ray from the center was defined “beam 
angle”. X-ray tube was stated at top position of rotation angle while the measurement. Along the beam angle, the data of 
the exposure dose and the Al Half Value Layer (HVL) were gotten from 0° to 19°. In this measurement, a semiconductor 
dosimeter called Rapidose (radcal corp. Monrovia, CA) was used. With using this dosimeter, we can obtain the exposure 
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dose, Al HVL and wave of tube voltage. This dosimeter is connected to PC by USB wire and these data are displayed on 
a PC screen (fig.1). We attempted to simulate phantom irradiation of the X-ray CT using these data obtained from the 
semiconductor dosimeter.  
 
2.2 Computed Tomography Dose Index (CTDI) measurements 
The Computed Tomography Dose Index (CTDI) is based on measuring the absorbed dose in a cylindrical acrylic 
phantom with a 10 cm pencil ion chamber in the phantom's center hole and four phantom's peripheral holes 
(0°,90°,180°,270°). This is useful when comparing several different CT (computed tomography) units. CTDI is 
derived from measuring the dose from a single scan. 

CTDI peripheral (CTDI100,p) is the average of four doses, CTDI center (CTDI100,c) is dose at center position. A 
relative value was given by 

A relative value
.,100

,100

c

p

CTDI
CTDI=        (1) 

 
With this relative value, we compared the measurement with the EGS5 calculation. 
 
2.3 Comparison of measurement with EGS5 simulation 

In the EGS5 simulation, the geometry of the situation same as measurement was made. The distance between the 
source and isocenter was 60 cm. The source rotated at intervals 2.8125 degrees (360/128) along the X-ray tube orbit, and 
photons were emitted at each position. The incident photon number at the each beam angle was calculated from the 
exposure dose at the same angle. The incident photon energy spectrum along the each beam angle was calculated by 
Birch’s formula corresponding to measured Al HVL (Fig.2). 
 

Four different types of the simulation with relative photon number and X-ray spectrum change at each beam 
angle were performed as follows: 

a) Only for the relative photon number 
b) Only for the energy change 
c) Both are considered (relative photon value and energy change) 
d) Neither is considered (relative photon value and energy change) 

 

3. Results 
 
3.1 Measured data of the Rapidose 
The exposure dose and the effective energy calculated from Al HVL at each point were shown in Fig.3 (a) and Fig.3 (b). 
Distribution of the exposure dose was flat up to about 4 degrees of the beam angle, and at angles higher than 4 degrees 
the exposure dose decreased with increasing the beam angle. The effective energy was flat up to about 4 degrees of the 
beam angle, and at angles higher than 4 degrees the effective energy increased with increasing the beam angle.  
 
3.2 Dose distribution in the acrylic phantom 
Fig.4 shows dose distribution in the acrylic phantom using EGS5 simulation. The dose distributions of a)only the relative 
photon number and c)both are considered were comparatively homogeneous. On the other hand, dose distributions of 
b)only the energy change and d)both neither considered were inhomogeneous and the dose decreased from peripheral to 
the center. The dose distribution was little affected by the energy change. On the other hand, the dose distribution was 
significantly-affected whether or not to consider the relative photon number change along the beam angle.  
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3.3 Comparison of CTDI 
Fig.5 shows the relative value of CTDI (equation 1) in the simulation of four different types. The relative value of the 
CTDI by the measurement is 1.281. In contrast, the relative values of the CTDI by the four EGS5 simulations were a) 
1.282, b) 2.322, c) 1.266 and d) 2.370. 

As a result, the simulation value was higher around 2 times than measurement value when the relative photon 
number change was ignored. The measurement value and the simulation value were comparatively close when the 
relative photon number change was considered. The effect of energy change was negligible. 
 

4. Discussion 
 
There was a difference between the measurement value and the simulation value whether or not to consider the effect of 
the beam-shaping filter in the simulation. For this reason, after X-rays transmitted thorough the beam-shaping filter, 
photon number around the center were significantly large and photon number rapidly decreased with increasing beam 
angle from the center. In recent years, the organ dose has been measured by placing the dosimeter in the anthropomorphic 
phantom with improved measurement technology. The organ dose has been also estimated using voxel phantom in the 
Monte Carlo simulation. In order to estimate the accurate organ dose in X-ray CT simulation, consideration of the 
beam-shaping filter is absolutely necessary.  
 

5.Conclusions 
 
With the dose distribution obtained by the measured exposure dose and the X-ray spectrum calculated from Al HVL in 
the fan beam, the effect of beam-shaping filter was incorporated in X-ray CT Monte Carlo simulation. The measurement 
value and the simulation value were comparatively close when the dose distribution was considered. The dose 
distribution was especially important for the X-ray CT simulation. 
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(a) The appearance of the Rapidose                           (b) The output on the PC screen 

 
Figure 1.  New type semiconductor dosimeter "Rapidose"  

 

 
 

Figure 2.   Incident spectrum of different seven energies were calculated by Birch’s formula. 
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(a) 

 
 

 

(b) 

 
Figure 3.  Relative dose and effective energy measured by Rapidose at each “beam angle”. 

 
(a) The relative dose at each “beam angle”. 
(b) The effective energy calculated by the Half Value Layer at each “beam angle”. 
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a) Only for the relative photon count         b) Only for the energy change 

 

        

relative 
value 

c) Both are considered (relative photon 
value and energy change)                  

d) Neither is considered (relative photon value and 
energy change) 

Figure 4.   Dose distribution in the acrylic phantom with four different types. 
 

 
Figure 5.   Relative value of CTDI with four different types. 

a) Only for the relative photon number 
b) Only for the energy change 
c) Both are considered (relative photon value and energy change) 
d) Neither is considered (relative photon value and energy change) 
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Abstract 
Antiscatter grid is a equipment to reduce scattered radiation incident on the image plane. It is being generally used in plain 
radiography or mammography. Consideration of antiscatter grids is needed when Monte Carlo simulation is used to evaluate 
image quality in these situations. Because to build grid shape into a simulation geometry is possible but poses several issues we 
invented virtual grid with numerical calculation. Virtual grid reduces scattered radiation by angle calculation. In the present 
study, we presupposed that tube voltage, material of grid interspace, grid ratio and strip density were 80KV, aluminum, 8/1 and 
60lines/cm respectively. We simulated geometry conformed to the experimental configuration of JISｚ4910 with Monte Carlo 
codes as EGS5. Physical performances of virtual grid were compared to experimental values and representative values. Though 
virtual grid don't exactly recreate an antiscatter grid, physical performances of which are acceptable. Because all you have to do 
is setting some parameters and you can add a grid to your program, we consider that virtual grid is useful. 
 
 

1.  Introduction 
 

      In recent years, using Monte Carlo simulation methods in diagnosis domain is increasing. When Monte Carlo 
simulation is used to evaluate image quality in diagnosis domain such as plain radiography or mammography, 
consideration of antiscatter grids may be needed. Antiscatter grid is an equipment to reduce scattered radiation incident 
on the image plane. Motion grid is generally used which employed with a reciprocating device during x-ray exposure so 
that the grid lines are blurred. Though it is possible to build grid shape into simulation geometry, there are following 
issues. The program is complicated. Enormous numbers of regions increase computation time. It is difficult that Motion 
grid is simulated with this method. Consequently, we invent virtual grid with numerical calculation and assess of the 
validity. 
 

2.  Methods 

 
2.1 A virtual grid by calculation  

At first region of antiscatter grid is separated into two layers at the midpoint. The medium of those regions is a 
material of grid interspace. We presuppose that lead strips are set becoming perpendicular to the X-axis. Whether a 
current particle should be discarded or not is decided with the coordinate data (x(np),u(np)) of particle at plane between 
two layers. 
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2.1.1 In the case of x(np)>0  (figure 1,2) 
“f0” , “h” and “D” are Focusing distance of antiscatter grid , height of lead strips and distance of lead strips 

respectively. Corresponding x-coordinate x1 to x(np) is calculated. 
x1 given by   
x1 = x (z1-h/2) / (f0+h/2) 
   = (1- (h/2) / (f0+h/2) ) x - D/2  (1) 
where x is the x-coordinate data x(np). Magnitude of a vector r1 and r2 are calculated. “r1” is magnitude of the vector 
joining x1 to x(np) . “r2” is magnitude of the vector joining x1+D to x(np) . r1 and r2 are given as follows: 

22 )2/(x1)-(x1 hr +=   (2) 

22 )2/(D)-x1-(x2 hr +=  (3) 

“u1” and “u2” are direction cosine of r1 and r2 respectively. u1 and u2 are given as follows: 
u1 = (x-x1) / r1   (4) 
u2 = (x-x1-D) / r2    (5) 
In the case of  u2≦u(np)≦u1 , the particle satisfies an angle condition. 
2.1.2 In the case of x(np)=0  (figure 3) 

Magnitude of a vector r0 and direction cosine u0 are calculated. "r0" is magnitude of the vector joining x1 to 
x(np) . “u0” is direction cosine of r0. r0 and u0 are given as follows: 

22 )2/((D/2)0 hr +=   (6) 

u0 = (D/2) / r0    (7) 
In the case of  -u0≦u(np)≦u0 ,  the particle satisfies an angle condition. 
2.1.3 In the case of x(np)<0  (figure 4) 

x(np) is converted into positive value.  Direction cosine u1 and u2 are calculated as previously described. “u3” 
and “u4” are values multiplied -1.0 by u1 and u2. In the case of  u3≦u(np)≦u4 , the particle satisfies an angle 
condition. 
2.1.4 Scattered X-rays which go through lead strips 

Part of particles which are dissatisfied with an angle condition go through lead strips. Then they reach detector. 
The rate of transmission depends on tube voltage or lead content. It has been calculated with tube voltage and lead 
content used by the following methods[1] in advance. Only particles which are dissatisfied with an angle condition are 
exposed to lead sheet obtained by the lead content. The rate of transmission “tr” is given with deposit energy with or 
without lead sheet. 
2.1.5 Primary X-ray falling on a lead strip 

Part of particles which are satisfied with an angle condition collide with a lead strip not a spacer. The rate “loss” is 
given by 
loss = d/(d+D)    (8) 
“d” and “D” are thickness of strips and distance of strips. These particles are discarded. 
2.1.6 Subroutine Howfar  (figure 5) 

Program for virtual grid is added in subroutine HOWFAR. It is necessary to input seven parameters (dis , height , 
thick , f0 , grid1 , grid2, tr)  in the program . “dis” is distance of  lead strips. “height” is height of lead strips. “thick” is 
thickness of  lead strips. “f0” is focusing distance. “grid1” is region of incident side grid. “grid2” is region of exit side 
grid. “tr” is the rate that particles which are dissatisfied with an angle condition go through lead sheet. Whether a particle 
should be discarded or not is decided automatically by use of these parameters and random numbers.  
 
2.2 Performance of virtual grid 

We simulated to evaluate validity of physical performance of virtual grid. Geometry conformed to the 
experimental configuration of JISｚ4910 (figure 6). We presupposed that tube voltage, material of grid interspace, grid 
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ratio and strip density were 80KV, aluminum, 8/1 and 60lines/cm respectively. For the calculation of primary 
transmission, narrow-beam geometry was used. For the calculation of total transmission, broad-beam geometry was used. 
Primary and total transmission were calculated from the ratio of deposition energy in the fluorescence substance with and 
without a grid. 
 

3.  RESULTS AND DISCUSSION 

 
Table 1 shows the transmission of primary radiation and the transmission of total radiation obtained from 

experimental measurements and Monte Carlo calculations. The experimental values were extracted a treatise[2]. The 
representative values were released values from a manufacturer[3]. The numbers of histories for the primary transmission 
were about 20,000,000 particles. The fractional standard deviation were 0.80% and 0.65%, with and without a grid 
respectively. The numbers of histories for the total transmission were about 6,400,000,000 particles. The fractional 
standard deviations were 1.30% and 0.94%, with and without a grid respectively. The uncertainties of primary 
transmission and total transmission in the Monte Carlo results for the experimental value are 2% and 0.8%. K means 
contrast improvement factor. K is defined as the ratio of radiographic contrast with a grid to that without a grid. B is 
defined as the factor by which the incident radiation is increased. K and B are given as follows: 
K = Tp/Tt    (9) 
B = 1/Tt     (10) 
where Tp is the transmission of primary radiation and Tt is the transmission of total radiation of the grid. The 
uncertainties of K and B in the Monte Carlo results for the experimental values were 3% and 0.8%. The uncertainties of 
K and B in the Monte Carlo results for the representative values were 13% and 7.7%. The uncertainties of Monte Carlo 
results for the experimental values were lower than that of the experimental values for the representative values. 
 

4.  CONCLUSION 
 
The purpose of this study is not a performance evaluation of a grid. The purpose is to add a grid to individual 

program readily. Though virtual grid don't exactly recreate an antiscatter grid, physical performances of which are 
acceptable compared with experimental values or representative values. All you have to do is setting some parameters 
and you can add a grid to your program. Therefore we consider that virtual grid is useful. Further studies are needed to 
verify validity in other conditions; tube voltage, grid ratio and strip density. 
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Table 1  Comparison of physical performances 
 Tp       Tt       K       B       

Experimental value          0.638    0.254    2.51     3.94 

representative value           －       －  

Monte Carlo result           0.651    0.252    2.58     3.97 

    2.97     4.30 
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Tp:Transmission of primary radiation, Tt:Transmission of total radiation,  
K:Contrast improvement ratio, B:Grid exposure factor 

Figure 1.  Conceptual diagram in the case of x(np)>0. 
 

 
Figure 2.  Direction cosine in the case of x(np)>0. 
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Figure 3.  Conceptual diagram in the case of x(np)=0.    Figure 4.  Conceptual diagram in the case of x(np)<0. 

 
Figure 5.  Instance case of subroutine HOWFAR. 
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Figure 6.  Geometry for (a) primary transmission and (b) total transmission. 
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Abstract
For preclinical assessments of several radiopharmaceuticals, photon SAFs were evaluated using a voxel-based mouse phantom. 
The sources were considered to be mono-energetic in the photon energy range from 10 keV to 4 MeV. The radiation transport 
was simulated using the Monte Carlo method. Consequently, it was confirmed that the photon SAFs for organ self-absorption 
are dependent on the masses of the source/target organs. The photon SAFs for self- and cross-irradiation changed continuously 
with photon energy emitted by the source. The photon SAFs for cross-irradiation might be subject to the geometry effect, such 
as size and shape of source/target and distance between the source and target. In addition, photon-only S values were calculated 
in spleen and liver of the mouse phantom for 131I, 153Sm and 188Re using the results of the photon SAFs.  

1.  Introduction

Preclinical evaluations of new radiopharmaceuticals are performed in murine, such as mouse and rat, before 
testing is started in humans. Understanding dose responses, radiation- related side-effects and toxicity of 
radiopharmaceuticals makes these studies more important since they can be translated to preclinical results for humans. 
Accurate dose estimates for these animals have become indispensable. In particular, mice are widely used in the 
preclinical examinations. Various studies have been performed on mouse organ dosimetry [1-6]. The absorbed doses of 
the organs were estimated by the point-kernel convolution [1,2] and the Monte Carlo method [3-6]. Organ doses can be 
estimated by applying the Medical Internal Radiation Dose (MIRD) method, which uses specific absorbed fractions 
(SAFs in kg-1) - the absorbed fraction in the target organ per unit mass of the target organ - or S values (Gy/Bq.s), mean 
absorbed dose to a target organ per unit cumulated activity in the source organ.

Mouse dosimety was done using several mathematical mouse phantoms. A stylized mouse phantom [1-3], which 
used ellipsoids, spheroids and cylinders as organs, was applied to evaluate SAFs and S values for some organs. To 
improve the accuracy of dosimetry, voxel mouse phantoms[4-6] which have a more realistic anatomy were developed 
from computed tomography (CT) and magnetic resonance imaging (MRI) data. 

To perform accurate absorbed dose calculations, it may be important to use voxel phantom data with similar 
anatomy and size of the organs to the mouse being used in a particular experimental study. Dosimetry of mouse with 
different sizes seems to be worth since these animals are widely used in preclinical studies of radiopharmaceutical 
developments. The specific absorbed fractions of photons for self- and cross-irradiation can be used to predict 
mouse-organ doses. These factors are an effective tool for the preclinical dose estimates required to develop 
radiopharmaceuticals which emit photons. For the reasons we evaluated photon SAFs in a mouse voxel phantom using 
the Monte Carlo method in the energy range from 10 keV to 4 MeV and then obtained photon-only S values for 131I, 
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153Sm and 188Re for liver and spleen dosimetry. 

2.  Materials and Methods

2.1 Digimouse voxel phantom
The general geometry setting for "Digimouse" phantom [7] was used. The Digimouse phantom was generated 

using co-registered micro-CT and color cryosection images of a normal nude male mouse. This phantom was developed 
at the University of Southern California. A matrix of 380×992×208 elements, with a voxel size of 0.1 mm was 
constructed. The organs segmented from these data are: whole brain, external cerebrum, cerebellum, olfactory bulbs, 
striatum, medulla, massetter muscles, eyes, lachrymal glands, heart, lungs, liver, stomach, spleen, pancreas, adrenal 
glands, kidneys, testes, bladder, skeleton and skin.

2.2 Specific absorbed fractions
The Digimouse phantom was converted to an input file for the Monte Carlo code, EGS4 [8], in conjunction with 

an EGS4 user code, UCSAF [9]. In the EGS4-UCSAF code, the transport of photons in the phantom was simulated and 
the correlations between primary and secondary particles are included. The material composition and density of the 
simulated organs were assumed the same as human tissues and they were taken from the report 44 of ICRU (the 
International Commission on Radiation Unit and Measurement) [10]. Three different tissues were considered for the 
mouse organs including skeleton (1.40 g/cm3), soft tissue (1.04 g/cm3) and lungs (0.269 g/cm3). The mass of each organ 
was calculated from the number of voxels of the organ and the organ density. Table 1 shows the mass of simulated 
organs of the Digimouse.

Major abdominal organs were assumed as the source and the target and the others were only considered as the 
targets. Each source organ was evaluated separately in order to calculate the SAFs from the absorbed energy within the 
organs. The source was distributed uniformly in the main organs and emitted isotropically. Mono-energetic photon 
particles were simulated for the chosen source organs. Photon energies were 10, 15, 20, 30, 40, 30, 50, 100, 200, 500, 
1000, 1500, 2000 and 4000 keV. The photon and electron cut-offs energy were set to 1 keV and the photon histories were 
run at numbers sufficient (107) to reduce uncertainties (fractional standard deviation [FSDs]) less than 5%. The cross 
section data for photons and electrons were taken from PHOTX [11, 12] and ICRU report 37 [13], respectively. 

2.3 Photon-only S values
Photon-only S values in the spleen and liver were calculated for the Digimouse phantom using the results of 

photon SAFs. 131I, 153Sm and 188Re were considered as interested nuclides for liver and spleen dosimetry. The photon 
SAFs were converted to photon-only S values considering energies of emitted photons from the radioisotopes. The 
photon emitted for 131I, 153Sm and 188Re were extracted from decay data [14] and the photons with the intensities higher 
than 1% were used for calculation of S values.

3.  Results and discussion

3.1 Specific absorbed fractions
Photon SAFs in eleven identified organs including skeleton, heart, bladder, testes, stomach, spleen, pancreas, liver, 

kidneys, adrenal glands and lungs of the Digimouse were calculated at discrete initial photons from 10 keV to 4 MeV. 
The photon SAFs for self- and cross-irradiation in the chosen organs are given in Table 2. The SAFs values set to zero 
when the FSDs exceed 5% for the purpose of calculating S values for the radio nuclides.

Figure 1 shows the photon SAFs for self-irradiation, the source organ is the target organ, for the Digimouse in the 
photon energy range from 10 keV to 4 MeV in heart, spleen, liver, pancreas and stomach. The photon SAFs for 
self-irradiation changes continuously with initial photon energy for all organs hence it depends on photon energy. In this 
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figure, the SAFs has the highest and lowest values for pancreas and liver while these organs are lightest and heaviest 
organs among heart, stomach and spleen. Thus, the mass dependency of SAFs for self-irradiation is confirmed from the 
results.  

Figure 2 is an example of photon SAFs for cross-irradiation, the source organ is not the target organ, in the 
photon energy range from 10 keV to 4 MeV.  Figure 2(a) gives the photon SAFs in bladder while source is distributed in 
heart, stomach, spleen, pancreas, or liver and figure 2(b) shows the SAFs in heart, stomach, spleen, pancreas, and liver 
while source is in bladder. The SAFs in liver and spleen for all energy have the same values although the masses of them 
are completely different with large difference. These results suggest that the photon SAFs for cross irradiation do not 
always change with the differences in mass of targets. It seems that the geometry including source size, target size and 
their distance significantly affect on the SAFs for cross-irradiation since SAFs for heart/bladder and pancreas/bladder in 
figure 2 have maximum and minimum value due to longest and shortest distance between source and target. The SAFs 
for cross-irradiation show a maximum in 30 keV and for photons with energies higher than 100 keV the SAFs change 
smoothly with the photon energy. Figures 2(a) and (b) seem almost the same and show validity of the reciprocity 
principle for the photon SAFs in the Digimouse phantom.

3.2 Photon-only S values
Photon-only S values in the liver and spleen of the Digimouse are compared with Kolbert et al. results in Fig. 3 

and Fig. 4 for self-irradiation and cross-irradiation respectively. Kolbert et al. results were obtained in a mouse voxel 
phantom using the point kernel method. The masses of liver and spleen in their study are 1.530 and 0.064 g. Large 
differences can be observed between S values obtained for self-irradiation especially for spleen owing to large difference 
between mass of spleen in two studies (fig. 4(a)). The S values for cross-irradiation from Kolbert et al. studies are even 
lower than half of S values in this study for liver and spleen (fig. 4(b)), and this large discrepancy is attributed to the 
different geometry of phantoms and different calculation methods. Comparison of S values for cross-irradiation in liver 
and spleen for this study (figures 4(a) and (b)) shows that the reciprocal dose principle is valid within 1.6%.   

4.  Conclusions

The specific absorbed fractions (SAFs) of photons in the Digimouse phantom were evaluated using 
EGS4-UCSAF code. The new set of photon SAFs were tabulated for the photon energies from 10 keV to 4 MeV in order 
to evaluate mouse organ doses in preclinical experiments of new radiopharmaceuticals. In this study, it was confirmed 
that the photon SAFs for self-irradiation depended on the photon energy and the mass of the target/source organ. The 
photon SAFs for cross-irradiation also was an energy dependent function but did not change by the mass of target and it 
might be affected by source size, target size, their shape and distance between the source and target. Organ dose 
evaluation should be performed in the phantom with the Monte Carlo method since the minor changes in the geometry 
had a large effect on photon-only S values and organ dose. From photon-only S value results, it can be stated that minor 
changes in the source-target geometry are likely to change dramatically the resulting S values. The photon SAFs or S 
values is an effective tool for the preclinical dose evaluations required to develop pharmaceuticals which emit photons. 
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Table 1 The mass of simulated organs of the Digimouse
Organ Organ mass (g)
Skin 1.7101

Skeleton 1.7100

Eye 5.8×10-3

Medulla 4.8×10-2

Striatum 2.7×10-2

Olfactory bulbs 1.9×10-2

External cerebrum 1.4×10-1

Cerebellum 3.2×10-2

Heart 2.3×10-1

Rest of the brain 1.6×10-1

Masseter muscles 1.1×10-1

Lachrymal glands 3.2×10-2

Bladder 2.0×10-1

Testis 1.6×10-1

Stomach 2.3×10-1

Spleen 1.4×10-1

Pancreas 4.7×10-2

Liver 2.1100

Kidneys 5.1×10-1

Adrenal glands 5.9×10-3

Lungs 1.2×10-1
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Table 2  Photon specific absorbed fractions (SAFs in 1/kg) in some organs of the Digimouse phantom (1).

Source organ:Skeleton

Energy(MeV) Skeleton Heart Bladder Stomach Spleen Pancreas Liver Kidneys Adrenal Lungs

0.01 3.9×102 1.6×101 1.3×100 3.1×100 2.4×100 0.0 6.8×100 2.1×100 1.0×101 4.5×101

0.015 2.7×102 1.9×101 5.1×100 5.3×100 3.9×100 2.7×100 8.8×100 5.1×100 1.5×101 3.6×101

0.02 1.6×102 1.4×101 5.9×100 5.4×100 4.0×100 3.5×100 7.6×100 5.6×100 1.2×101 2.3×101

0.03 6.2×101 6.2×100 3.3×100 2.9×100 2.4×100 2.4×100 3.7×100 3.1×100 0.0 9.1×100

0.05 1.6×101 2.0×100 1.2×100 1.0×100 8.1×10-1 9.1×10-1 1.2×100 1.1×100 0.0 2.7×100

0.1 4.2×100 1.2×100 6.7×10-1 6.1×10-1 5.1×10-1 4.8×10-1 7.5×10-1 6.5×10-1 0.0 1.6×100

0.2 3.5×100 1.3×100 7.4×10-1 6.8×10-1 5.7×10-1 5.4×10-1 8.4×10-1 7.3×10-1 0.0 1.7×100

0.5 3.4×100 1.5×100 8.5×10-1 7.8×10-1 6.2×10-1 6.1×10-1 9.3×10-1 8.1×10-1 0.0 1.9×100

1 2.5×100 1.4×100 7.8×10-1 7.3×10-1 5.9×10-1 6.0×10-1 8.8×10-1 7.7×10-1 0.0 1.6×100

1.5 1.8×100 1.2×100 7.4×10-1 6.7×10-1 5.3×10-1 5.6×10-1 7.8×10-1 7.2×10-1 0.0 1.3×100

2 1.4×100 1.0×100 6.7×10-1 5.7×10-1 4.9×10-1 5.3×10-1 6.9×10-1 6.5×10-1 0.0 1.1×100

4 6.6×10-1 5.7×10-1 4.4×10-1 4.0×10-1 3.4×10-1 3.6×10-1 4.3×10-1 4.2×10-1 5.5×10-1 5.4×10-1

Sourceorgan : Liver

Energy(MeV) Skeleton Heart Bladder Stomach Spleen Pancreas Liver Kidneys Adrenal Lungs

0.01 2.3×101 3.1×101 2.8×10-1 8.2×101 1.8×101 3.1×101 3.2×102 2.9×101 1.3×102 7.3×101

0.015 3.2×101 3.8×101 2.7×100 8.0×101 2.6×101 3.5×101 2.1×102 3.4×101 1.1×102 6.6×101

0.02 2.8×101 2.8×101 4.4×100 5.2×101 2.2×101 2.6×101 1.1×102 2.6×101 6.8×101 4.2×101

0.03 1.4×101 1.1×101 2.8×100 2.0×101 9.3×100 1.1×101 3.8×101 1.1×101 2.4×101 1.6×101

0.05 3.9×100 3.5×100 9.7×10-1 5.9×100 2.9×100 3.4×100 1.1×101 3.4×100 7.3×100 4.7×100

0.1 1.1×100 2.1×100 5.9×10-1 3.4×100 1.7×100 2.0×100 6.6×100 2.0×100 4.5×100 2.6×100

0.2 8.5×10-1 2.3×100 6.6×10-1 3.9×100 2.0×100 2.2×100 7.5×100 2.2×100 4.6×100 2.8×100

0.5 9.1×10-1 2.5×100 7.0×10-1 4.2×100 2.1×100 2.5×100 7.9×100 2.4×100 5.4×100 3.2×100

1 8.4×10-1 2.4×100 6.6×10-1 4.0×100 2.0×100 2.3×100 6.6×100 2.3×100 4.9×100 2.9×100

1.5 7.5×10-1 2.1×100 6.3×10-1 3.5×100 1.8×100 2.0×100 5.3×100 2.0×100 3.8×100 2.5×100

2 6.5×10-1 1.9×100 5.9×10-1 2.9×100 1.6×100 1.8×100 4.1×100 1.8×100 3.4×100 2.1×100

4 4.0×10-1 1.1×100 4.6×10-1 1.5×100 1.0×100 1.1×100 1.9×100 1.1×100 1.7×100 1.1×100

Source organ : Lungs

Energy(MeV) Skeleton Heart Bladder Stomach Spleen Pancreas Liver Kidneys Adrenal Lungs

0.01 1.4×102 3.4×102 0.0 4.7×100 7.8×10-1 0.0 6.6×101 3.5×10-1 0.0 1.8×103

0.015 1.1×102 2.4×102 3.0×10-1 1.4×101 4.7×100 3.8×100 5.9×101 3.2×100 1.2×101 8.3×102

0.02 7.6×101 1.3×102 1.1×100 1.4×101 6.3×100 5.6×100 3.8×101 5.0×100 1.3×101 3.7×102

0.03 3.1×101 4.4×101 9.6×10-1 6.4×100 3.4×100 3.2×100 1.4×101 2.9×100 0.0 1.1×102

0.05 7.9×100 1.3×101 4.1×10-1 2.1×100 1.2×100 1.1×100 4.3×100 1.0×100 0.0 3.1×101

0.1 2.1×100 7.5×100 2.3×10-1 1.2×100 7.0×10-1 6.2×10-1 2.5×100 6.0×10-1 0.0 1.7×101

0.2 1.7×100 8.5×100 2.7×10-1 1.3×100 8.0×10-1 6.6×10-1 2.8×100 6.6×10-1 0.0 1.9×101

0.5 1.8×100 9.2×100 3.1×10-1 1.5×100 8.6×10-1 7.6×10-1 3.1×100 7.5×10-1 0.0 1.7×101

1 1.5×100 8.0×100 2.9×10-1 1.4×100 8.1×10-1 7.1×10-1 2.8×100 6.8×10-1 0.0 9.8×100

1.5 1.2×100 6.2×100 2.7×10-1 1.3×100 7.7×10-1 6.7×10-1 2.4×100 6.3×10-1 0.0 6.1×100

2 9.5×10-1 4.6×100 2.5×10-1 1.2×100 7.1×10-1 6.4×10-1 2.0×100 6.0×10-1 1.1×100 4.1×100

4 4.8×10-1 1.7×100 2.0×10-1 7.6×10-1 5.1×10-1 5.2×10-1 1.0×100 4.6×10-1 8.1×10-1 1.4×100

SAFs were set to zero when statistical uncertainty exceeds 5%. 
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Table 2  Photon specific absorbed fractions (SAFs in 1/kg) in some organs of the Digimouse phantom (2).

Source organ : Kidneys

Energy(MeV) Skeleton Heart Bladder Stomach Spleen Pancreas Liver Kidneys Adrenal Lungs

0.01 7.0×100 0.0 1.4×100 2.2×101 7.0×101 2.5×102 2.9×101 1.1×103 1.6×102 3.8×10-1

0.015 1.8×101 1.6×100 8.1×100 3.7×101 7.2×101 1.9×102 3.4×101 5.9×102 1.4×102 3.6×100

0.02 2.1×101 3.2×100 1.0×101 2.9×101 4.7×101 1.1×102 2.6×101 2.9×102 8.7×101 5.6×100

0.03 1.2×101 2.2×100 5.4×100 1.2×101 1.8×101 3.7×101 1.1×101 9.1×101 3.2×101 3.2×100

0.05 3.4×100 7.8×10-1 1.8×100 3.8×100 5.3×100 1.0×101 3.4×100 2.6×101 9.3×100 1.1×100

0.1 9.3×10-1 4.5×10-1 1.1×100 2.2×100 3.1×100 6.4×100 2.0×100 1.5×101 5.4×100 6.4×10-1

0.2 7.5×10-1 5.3×10-1 1.2×100 2.5×100 3.5×100 7.2×100 2.2×100 1.8×101 5.9×100 6.5×10-1

0.5 7.8×10-1 5.8×10-1 1.3×100 2.7×100 3.9×100 8.2×100 2.4×100 1.8×101 7.1×100 7.5×10-1

1 7.4×10-1 5.6×10-1 1.2×100 2.6×100 3.6×100 7.0×100 2.3×100 1.4×101 6.3×100 7.0×10-1

1.5 6.7×10-1 4.9×10-1 1.1×100 2.3×100 3.2×100 5.8×100 2.0×100 9.6×100 5.3×100 6.5×10-1

2 6.1×10-1 4.5×10-1 1.0×100 2.1×100 2.7×100 4.6×100 1.8×100 6.8×100 4.4×100 6.0×10-1

4 3.9×10-1 3.7×10-1 7.9×10-1 1.2×100 1.3×100 1.9×100 1.0×100 2.7×100 1.9×100 4.7×10-1

Source organ : Spleen

Energy(MeV) Skeleton Heart Bladder Stomach Spleen Pancreas Liver Kidneys Adrenal Lungs

0.01 8.1×100 2.1×10-1 0.0 2.8×102 2.8×103 4.3×102 1.8×101 7.0×101 1.1×102 8.1×10-1

0.015 1.4×101 2.8×100 2.3×100 2.3×102 1.4×103 3.2×102 2.7×101 7.1×101 9.8×101 5.3×100

0.02 1.5×101 4.7×100 4.3×100 1.3×102 6.3×102 1.7×102 2.2×101 4.7×101 6.3×101 7.0×100

0.03 8.9×100 2.9×100 2.9×100 4.6×101 1.9×102 5.9×101 9.4×100 1.8×101 2.2×101 3.9×100

0.05 2.6×100 9.8×10-1 9.8×10-1 1.3×101 5.5×101 1.7×101 3.0×100 5.4×100 6.7×100 1.3×100

0.1 7.1×10-1 6.1×10-1 5.9×10-1 8.0×100 3.3×101 1.0×101 1.7×100 3.2×100 3.8×100 7.1×10-1

0.2 5.9×10-1 6.8×10-1 6.6×10-1 9.1×100 3.8×101 1.1×101 1.9×100 3.6×100 4.6×100 7.9×10-1

0.5 6.3×10-1 7.6×10-1 7.3×10-1 1.0×101 3.7×101 1.2×101 2.1×100 3.9×100 4.6×100 9.0×10-1

1 5.8×10-1 7.0×10-1 6.9×10-1 9.2×100 2.5×101 1.1×101 2.0×100 3.7×100 4.7×100 8.2×10-1

1.5 5.2×10-1 6.8×10-1 6.1×10-1 7.7×100 1.6×101 9.0×100 1.8×100 3.2×100 4.0×100 7.5×10-1

2 4.7×10-1 6.4×10-1 5.8×10-1 6.1×100 1.1×101 6.8×100 1.6×100 2.7×100 3.3×100 7.3×10-1

4 3.2×10-1 4.8×10-1 4.7×10-1 2.5×100 3.9×100 2.7×100 9.9×10-1 1.4×100 1.5×100 5.6×10-1

Source organ : Bladder

Energy(MeV) Skeleton Heart Bladder Stomach Spleen Pancreas Liver Kidneys Adrenal Lungs

0.01 4.7×100 0.0 2.7×103 0.0 0.0 0.0 2.8×10-1 1.3×100 0.0 0.0

0.015 1.8×101 2.4×10-1 1.5×103 2.1×100 2.3×100 4.4×100 2.7×100 8.2×100 0.0 3.4×10-1

0.02 2.2×101 8.9×10-1 6.9×102 4.0×100 4.3×100 7.0×100 4.5×100 1.0×101 0.0 1.2×100

0.03 1.3×101 8.6×10-1 2.1×102 2.7×100 2.9×100 4.0×100 2.8×100 5.4×100 0.0 1.1×100

0.05 3.6×100 3.4×10-1 6.0×101 9.2×10-1 1.0×100 1.4×100 9.8×10-1 1.8×100 0.0 4.4×10-1

0.1 9.6×10-1 2.2×10-1 3.6×101 5.5×10-1 5.6×10-1 8.2×10-1 5.8×10-1 1.0×100 0.0 2.4×10-1

0.2 7.8×10-1 2.5×10-1 4.1×101 6.3×10-1 6.5×10-1 8.7×10-1 6.5×10-1 1.2×100 0.0 2.6×10-1

0.5 8.1×10-1 2.9×10-1 4.2×101 6.8×10-1 7.3×10-1 9.6×10-1 7.2×10-1 1.3×100 0.0 3.1×10-1

1 7.6×10-1 2.9×10-1 3.1×101 6.5×10-1 6.8×10-1 9.9×10-1 6.8×10-1 1.2×100 0.0 2.9×10-1

1.5 6.9×10-1 2.5×10-1 2.1×101 6.0×10-1 6.2×10-1 8.6×10-1 6.2×10-1 1.1×100 0.0 2.7×10-1

2 6.4×10-1 2.5×10-1 1.4×101 5.5×10-1 5.7×10-1 8.1×10-1 5.8×10-1 1.0×100 0.0 2.5×10-1

4 4.2×10-1 1.9×10-1 4.8×100 4.5×10-1 4.7×10-1 6.4×10-1 4.5×10-1 7.7×10-1 5.1×10-1 2.0×10-1

SAFs were set to zero when statistical uncertainty exceeds 5%. 
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Figure 1.  Photon specific absorbed fractions for self-irradiation in organs of the Digimouse phantom.
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Figure 2.  Comparison of photon specific absorbed fractions (SAFs) for cross-irradiation in organs of the 
Digimouse for (a) source=heart, stomach, spleen, pancreas or liver and target=bladder (b) 

source=bladder and target= heart, stomach, spleen, pancreas and liver.
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Figure 3.  Comparison of photon-only S values for self-irradiation for 131I, 153Sm and 188Re in this study 
with Kolbert et al.2) study for (a) source=liver and (b) source=spleen.
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Abstract

Counting efficiencies of a whole-body counter (WBC), which has been installed at the Japan
Atomic Energy Agency (JAEA), have been evaluated for 137Cs and 60Co within a voxel phantom.
The distributions of the radionuclides were estimated from the ICRP biokinetic models. The
evaluated efficiencies were compared with those for whole-body radionuclide distributions in
the voxel phantom in order to study the impact of radionuclide distributions on the counting
efficiency evaluations. Consequently, it was found that the efficiencies for 137Cs and 60Co with
various distributions have minima at 0.5 days after intake. The efficiencies lead to 20 % (137Cs)
and 30 % (60Co) underestimations of activity in comparison with those for the whole-body
distributions.

1 Introduction

The International Commission on Radiation Units and Measurements (ICRU) mentions that
the acceptable errors for direct measurements with whole-body counters (WBCs) will be less than
± 50 % [1]. The measurements require adequate knowledge of calibrations for the WBCs, such
as selections of human surrogates (phantoms) and radioactive source distributions in the human
subjects. In particular, the knowledge and its applications are needed for rapid and accurate
measurements following an accident. At the Japan Atomic Energy Agency (JAEA), there have been
several attempts on the use of voxel phantoms that provide three-dimensional representations of the
human bodies in calibrations for a WBC [2, 3]. Monte Carlo simulations with the voxel phantoms
have been applied to the calibrations. The purpose of this work is to evaluate counting efficiencies
of the WBC considering radioactive source distributions in the voxel phantom for development of
a more reliable calibration method for the WBC. Inhaled 137Cs and 60Co were considered as the
sources since these nuclides are important for radiation protection in typical nuclear facilities.

2 Materials and methods

2.1 Whole body counter(WBC)

A bed-type WBC, which has three p-type high-purity Ge closed-ended coaxial detectors, has
been installed at JAEA. The Ge detectors have approximately 80 % peak efficiencies related to that
of a 76.2 mm diameter × 76.2 mm thick NaI(Tl) crystal. A bed and the Ge detectors are located
in a shielding room, of which inner size is 2.0 m width × 2.5 m distance × 2.5 m height, to reduce
background radiations. The schematic illustrations of the WBC and the Ge detector are shown in
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figure 1. The first Ge detector is placed under the thyroid of measured humans at a distance of 30
cm from the bed surface. Second one is at the opposite side of the legs of the humans at 120 cm
from the first detector. Last one is in the middle position between the other two detectors above
50 cm from the bed surface. The positions of detectors were determined so that the total counting
efficiency is roughly constant along the midline of a measured human.

2.2 Voxel phantom

MAX06 voxel phantom was used. The MAX06 was developed by Kramer et al. [4] as the first
human phantom which corresponds to the male anatomical data recommended in ICRP publication
[5]. Figure 2 shows the images of the MAX06 of (a) entire body and (b) cross sectional slice. The
MAX06 has been compiled as a data set of 474 columns × 222 rows × 1461 slices and consequently
the total number of voxels are 153,738,108, of which 41,461,410 voxels are filled with human tissues.
The voxel size is 1.2 × 1.2 × 1.2 mm3. Around 90 organ and tissue regions have been specified and
it allows to assume variety source distributions in the phantom.

2.3 Biokinetic model

Distributions of 137Cs and 60Co in a human body were estimated using the ICRP biokinetic
models [6, 7]. The models are presented as a compartment model, in which transfer of radiological
materials are expressed by first-order kinetics as a following equation.

dqi

dt
=

∑

j

λj→iqj − λiqi − λpqi (1)

where qi, qj are activities of i- and j-th compartments, λi is a transfer coefficient outward from
i-th compartment, λj→i is a transfer coefficient from j-th to i-th compartment and λp is a decay
constant of the nuclide.

In figure 3, the biokinetic models of 137Cs and 60Co are shown. The radionuclides are deposited
in the respiratory organs by inhalation and then absorbed into blood and moved to some organs
with specific rates of the materials. The source distributions vary with time. The equations for
each compartment of the models were calculated to obtain the source distributions at given days
after an intake by inhalation.

2.4 Monte Carlo calculations

Counting efficiencies of the WBC were evaluated with the EGS4 code [8] in conjunction with
UCWBC code [2]. The photon source organs of the MAX06 and emission fractions were assumed
to be the source distributions derived from the biokinetic models. Photon energies of 662 keV
(137Cs) and 1333 keV (60Co) were simulated. The MAX06 was assumed to be on the bed at the
same position with humans in actual measurements. The counting efficiencies were evaluated by
dividing the sum of total absorption peaks of the three Ge detectors by the number of histories.
The number of histories was set 10 millions so that statistical uncertainties were below 3 %. The
cross section data for photons were taken from PHOTX [9], and for electrons from ICRU report 37
[10].

3 Results and discussion

3.1 Source distributions

Table 1 shows the fractions of activity in the source organs for 137Cs and 60Co at 0.5, 3, 10 and
365 days after an intake. At 0.5 days, the nasal passage is one of the main source organs for both
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nuclides because it is the entrance of the inhaled materials.
It can be also seen in table 1 that the distributions of 60Co are different from homogeneity over

the period of a year. The nasal passage and the colon are dominant source organs at 0.5 and 3 days.
Following removal of the activities from these organs, the lungs become a significant source organ.
On the other hand, 137Cs is almost homogeneously distributed in the whole body because of rapid
absorption into blood and circulation to the whole body. These fractions of activity were assigned
into the MAX06 for the simulations. Figure 4 illustrates the source distributions on frontal view
of the MAX06.

3.2 Counting efficiency

Figure 5 shows the counting efficiencies of the WBC for 137Cs and 60Co with various source
distributions. For both nuclides, the efficiencies at 0.5 days after an intake are the lowest and the
discrepancies with those for the homogeneous sources are approximately 20 % and 30 % for 137Cs
and 60Co, respectively. This is due to the retention of the activity in the nasal passage, which is
at relatively large distance from the detectors. The results indicate that measurements with the
WBC following intakes by inhalation of 60Co and 137Cs can lead to underestimations of the body
activity.

For 137Cs, the counting efficiency at 3 days after an intake is consistent with that for the
homogeneous source. It is due to the rapid circulation of Cs to the whole body. The efficiency for
60Co at 3 days after an intake is inconsistent with that for the homogeneous source. This means
that the activities in the other organs than the nasal passage only slightly affected the efficiency of
the WBC.

4 Conclusions

The counting efficiencies of the WBC at JAEA for 137Cs and 60Co were evaluated using the
voxel phantom and the ICRP biokinetic models. The fractions of the radionuclides in the organs
at 0.5, 3, 10 and 365 days after an intake were estimated. It was found that the efficiencies at
0.5 days after an intake are the lowest for both radionuclides. The differences of the counting
efficiencies between that for the specific source distributions at 0.5 days after an intake and that
for the homogeneous source distribution are 20 % and 30 % for 137Cs and 60Co, respectively. The
results show that the calibration of the WBC taking into account the biokinetic models may be
necessary for measurements following an accident.
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Table 1: Fractions of activity in the specified source organs.

Elapsed days 137Cs 60Co
from intake 0.5 3 10 365 0.5 3 10 365
Whole body (blood) 68 96 100 100 8 18 27 60
Nasal passage 32 4 32 11
Lungs 9 36 69 33
Small intestine 3
Colon 48 33 1
Liver 2 3 7

Figure 1: Geometrical models of the whole-body counter and the Ge detector.

Figure 2: MAX06 phantom.
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Figure 3: ICRP biokinetic models.

Figure 4: Variation of source distributions displayed on frontal view of the MAX06 phantom.

Figure 5: Counting efficiency evaluated for 137Cs and 60Co with homogeneous activity and actual
source distributions derived from the biokinetic models.
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Abstract 
A lost alpha particle-induced gamma ray detector system is now under development for application to ITER. The 

Ce:LSO scintillator is considered an attractive candidate detector and its characteristics were studied. To evaluate the 
potential of this system, the pulse height distribution of 4.44 MeV gamma rays resulting from an Am-Be source was 
measured, and results obtained by experiment and EGS4 simulation was compared. In addition, the transmittance of 
Ce:LSO was measured to evaluate the effects of self-absorption. 

 
1. Introduction 

Alpha particle diagnostics is important for understanding particle behaviors outside and inside fusion plasmas. Alpha 
particle confinement and loss are dependent on the performance of thermonuclear reactors. Therefore, scintillator lost ion 
probes have been widely used in existing devices, such as LHD, NSTX, and ASDEX-UG. For ITER, a similar system 
has been designed and various components have been developed. In burning plasma experiments such as ITER, various 
nuclear reactions are expected due to the energetic particles originating from DT/DD reactions. Kiptily et al. first 
proposed the concept of detection using 4.44 MeV gamma ray emission produced by the nuclear reaction 9Be(α, nγ)12C 
between lost alpha particles and beryllium first walls of ITER [1]. The advantages of this system are that the hardware 
installation is flexible and the distributions of lost alpha particles are measurable. 
For this purpose, the scintillators should have a sufficient time response, energy resolution, and sensitivity for gamma 

rays. In addition, scintillators require adequate light output maintained at high temperature of ~600 K and low sensitivity 
to neutrons.  
 In view of these requirements, LSO was selected as a promising scintillator for 4.44 MeV gamma rays detection. Here, 

the pulse distribution of the 4.44 MeV gamma rays produced in 9Be(α,nγ)12C from an Am-Be source and energy 
resolution at 4.44 MeV were studied. In addition, the pulse height distribution of 4.44 MeV gamma rays was calculated 
by EGS4. Moreover, the transmittance of Ce:LSO was measured and self-absorption was studied. 
 

2. Experimental setups, conditions, and simulation conditions 
 
2.1 Measurement of pulse height distributions of 4.44 MeV gamma rays from Am-Be source 
An experiment was performed involving irradiation of the Ce:LSO scintillator with 4.44 MeV gamma rays from an 

Am-Be source. The experimental setup is shown in Fig. 1. Ce:LSO is wrapped with Teflon tape and coupled by optical 
grease (ORTEC 6262A) to the glass window of a photomultiplier tube. The detector anode signal is sent through AMP to 
MCA. The distance between source and scintillator is 5 cm. Thus, Ce:LSO was unshielded, and placed under conditions 

84



 

of gamma rays flux at about 143 cm-2s-1.  
 
2.2 Conditions and geometry of Am-Be experiment and simulation 
In the system design for ITER, the LSO scintillator size is important, because the detector installed in the port plug is 

irradiated with fast neutrons. This causes noise and thus reduces the signal to noise ratio. Therefore, neutron sensitivity 
must be reduced by optimization of scintillator thickness or volume in addition to the selection of a low sensitivity 
scintillator material. Given these problems, EGS4 is considered a useful tool for the design of suitable scintillator size for 
installing in ITER. EGS4 results provide the pulse height distribution of gamma rays, and it is therefore possible to 
determine the scintillator size required by calculating EGS4. First, a comparison between experiment and calculation 
with regard to the pulse height distribution was carried out.  
 Calculation conditions were as follows. In the simulation, Ce:LSO material data was made without Ce doping. Thus, 

the scintillator was composed of lutetium, silicon, and oxygen only at elemental ratios of 2, 1, and 5, respectively. The 
density was 7.4 g/cm3. The energies of gamma rays emitted form the source were 4.44 and 3.21 MeV with an emission 
ratio of 89:11 calculated from the cross-section of 9Be(α, nγ)12C [2]. The emission was in the 2π direction. The distance 
between the source and scintillator was 5 cm, which was the same as in the experiment. The source was defined as a 
point source. In addition, the convolution operation was carried out on EGS4 results to reflect device resolution. The 
standard deviation of each channel was determined as the relationship between energy resolution and absorbed gamma 
ray energy. 
 
2.3 Calculation of full energy peak fraction regarding Ce:LSO 
 The effective scintillator size was estimated by calculating the full energy peak fraction as effective size index by EGS4. 
The conditions of the calculations were as follows. Scintillator material data were as explained above. The evaluation was 
carried out to study the full energy peak fraction changes with changes in thickness or the area of incidence plane. 
 
2.4 Transmittance of Ce:LSO 
 The study of self-absorption in crystals is important, because larger scintillator size is associated with lower 
transmittance due to the increase in its self-absorption. To study this value, the Ce:LSO emission spectrum was measured. 
In this experiment, a Xe lamp was used to excite the scintillator. 
In addition, a short pass filter was placed between the light source and scintillator to allow only UV to pass through and 
excite the scintillator. The transmittance of Ce:LSO was measured using a spectrophotometer (Hitachi U-4100). 
 
3. Results and Discussion 
 
3.1 Measurement of pulse height distributions of 4.44 MeV gamma rays from Am-Be source 

Figure 2 shows the pulse height distribution of 4.44 MeV gamma rays produced in 9Be(α, nγ)12C reaction from the 
Am-Be source. Note an energy resolution of 7% was obtained at full energy peak. In addition, three more peaks were 
confirmed. From the higher channel, they were a 4.44 MeV single escape peak, 4.44 MeV double escape peak, and 3.21 
MeV single escape peak. As the Am-Be source produces another 3.21 MeV energy gamma rays in 9Be(α, nγ)12C in 
addition to 4.44 MeV, the linear relation between absorbed gamma ray energy and light output was studied. Figure 3 
shows the pulse height distribution of 0.662 MeV, 1.17 MeV, and 1.33 MeV from 137Cs and 60Co. Note the three peaks in 
the pulse height of 60Co. The highest channel peak is the sum peak. The relation was obtained based on these results. As 
shown in Fig. 4, the results confirmed a linear relation between gamma ray energy and light output from 0.662 MeV to 
4.44 MeV. Therefore, Ce:LSO was expected to be able to discriminate 4.44 MeV gamma rays from any other gamma 
rays. 
 
3.2 Am-Be experiment and simulation 
Figures 5 and 6 show a comparison of the experimental and simulation results. These results indicated 

good agreement in peak shapes and the ratio of full energy peak to the other two peaks in the simulation 
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by EGS4. 
 
3.3 Calculation of full energy peak fraction regarding Ce:LSO 
Figure 7 shows the transition of the full energy peak fraction of LSO with changes in thickness. The full energy peak 

fraction showed saturation above ~4 cm. Full energy peak fraction is defined as the ratio of the full energy peak to the 
total reaction. This would be a useful index to estimate effective thickness and volume to detect 4.44 MeV gamma rays. 
This study allows lowering of the neutron reaction rate. The estimation of full energy peak fraction by EGS4 simulation 
indicated that the effective thickness is about 4 cm. This value is the same as 4.44 MeV gamma rays of attenuation 
lengths of LSO. 
 
3.4 Transmittance of Ce:LSO 
The emission spectrum of Ce:LSO excited by a Xe lamp is shown in Figure 8. The transmittance of Ce:LSO is shown 

in Figure 9. It indicates that the wavelength center is about 420 nm. Given this result, the transmittance of Ce:LSO at 420 
nm was studied and it was shown to be about 84%. Here, the effects of self-absorption were studied using Fresnel’s law, 
which provides the reflection rate on the surface of the scintillator. For simplicity, it is assumed that self-absorption does 
not occur inside the scintillator. Taking into account multiple bounces between the two end surfaces (the scintillator and 
air), the theoretical transmittance without self-absorption is obtained. This ideal transmittance is about 84%, which is 
equivalent to the transmittance of Ce:LSO obtained in the experiment. These results indicated that self-absorption inside 
Ce:LSO could be ignored over the range of thickness of 20 mm. 
 
4. Conclusions  

The results presented in this paper indicated that Ce:LSO is expected to be available as a 4.44 MeV gamma ray 
detector in ITER. In addition, the peak shape in EGS4 simulation showed good agreement with the experimental results. 
Therefore, it is expected to be possible to design a suitable scintillator size for detecting 4.44 MeV gamma rays by EGS4. 
Moreover, EGS4 simulation provides the effective volume of the LSO scintillator by calculating the full energy peak 
fraction with changes in volume. The comparison of the measured transmittance of Ce:LSO and evaluation of 
transmittance without self-absorption according to Fresnel’s law showed that self-absorption can be ignored for Ce:LSO. 
Given this result and those of EGS4 simulation, Ce:LSO can be enlarged to the effective thickness indicated by EGS4 
calculation. However, it is necessary to further study the characteristics of Ce:LSO, especially the neutron sensitivity as 
neutrons cause noise pulses and neutron fluxes are expected where the detector is mounted. 
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Figure 1: Am-Be experimental setup 
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Figure 2: The pulse height distribution of 4.44 MeV gamma rays 

 

Figure 3: Pulse height distributions of 0.662, 1.17, and 1.33 MeV gamma rays 

 

 
Figure 4: Relationship between pulse height and absorbed gamma ray energy 

 

87



 

Figure 5: Comparison of Am-Be source experiment and EGS4 simulation (scintillator volume: 20 × 10 × 10 mm3) 

 

Figure 6: Comparison of Am-Be source experiment and EGS4 simulation (scintillator volume: 10 × 10 × 20 mm3) 

 

 

Figure 7: Full energy peak fraction of LSO with volume change 
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Figure 8: Emission of Ce:LSO with Xe lamp excitation           Figure 9: Transmittance of Ce:LSO 
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Abstract 
Energy deposits in a wall-less tissue equivalent proportional counter irradiated by 290 MeV/u carbon ion beams were 
obtained using EGS5 by modeling the delta-rays production along with the beam path. It is found that the delta-rays 
produced in a wall-less TEPC along with the carbon beams deposit energies in wide y region. 
 

1.  Introduction 
 

 Cancer therapy using energetic particles such as proton and carbon has recently become popular as one of the 
medical treatments for cancers. Energetic carbon beams can reach inside of human body and deposit energies effectively 
in a targeted tissue. It is important to know precise energy deposit distributions along with the beam in tissue for the 
purpose of strict evaluation of the dose by the energetic carbon ions.  

In microdosimetry for heavy ion beams, tissue equivalent proportional counters, TEPCs, are widely used. A 
conventional TEPC has a detection volume filled with a gas surrounded by a solid cathode made of a tissue-equivalent 
material. However, the number of secondary electrons, delta-rays, produced in a solid material is much more than that in 
a gaseous one in the case of irradiation of energetic heavy ion beams. The so-called wall effects tend to reduce the 
number and to increase the mean size of measured events in such a way as to keep the energy deposition constant1). 

To lessen the wall effect, the authors have designed and used a wall-less TEPC2) in the measurement of energy 
deposit by heavy ion beams, to measure precise energy deposit including delta-rays. However, it is structurally 
impossible to completely exclude the wall effect in the measurement using proportional counters. The purpose of this 
study is to simulate the energy deposit and estimate the contribution of the wall effect to measured energy deposit 
distributions. By modeling the delta-rays production along with carbon beams with energy of 290 MeV/u, energy 
deposits by the produced delta-rays in solid and gaseous components of the wall-less TEPC were calculated using EGS5. 
In this paper, the radial dose distribution and the lineal energy distribution in a wall-less TEPC irradiated by the carbon 
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ions are reported. 
 

2.  Materials and Methods 
 
2.1 Modeling of the source of delta-rays along with carbon ion beams 

Since general-purpose Monte Carlo simulation codes such as PHITS3) and MCNPX4) do not treat the 
production of delta-rays in general, we have developed a code to create source files of the delta-rays produced in our 
wall-less TEPC irradiated by 290 MeV/u carbon beams to simulate the energy deposit from the carbon ions and the 
delta-rays. The source information such as positions, direction and energy of the delta-rays were determined as follows. 

The wall-less TEPC used in the measurement is shown in Fig.1. The carbon beams are incident through a 
beam window into the wall-less TEPC filled with a propane-based tissue-equivalent gas (TE-gas) at pressure of 

44.0 10× Pa. TE-gas is composed of propane 54.7 %, carbon dioxide 39.7 % and nitrogen 5.6 % in volume percent. The 
simulated site size in this study is equivalent to 0.72 µm in tissue. The volume surrounded by the helical wire is defined 
as the detection volume, whose cylindrical height and diameter are both 1.0 mm. The helical wire whose diameter is 50 
µm is cathode made of a stainless steel (SUS304). The calculation geometry is shown in Fig.2. The detection volume is 
irradiated by the beams parallel to the z-axis. Torus geometries were used in the presentation of the cathode for 
simplification of the modeling. We assume two kinds of sources of the delta-rays produced along with the beam as shown 
in Fig. 2. Impact parameter b is defined as a distance between Z-axis and the beam path (see Fig. 2). If the beam hits the 
cathode, the source is only created in SUS304 because the number of delta-rays is much more than that in TE-gas. In 
this calculation, the anode wire was ignored because the diameter, 20 µm, is thinner than that of the 
cathode and the probability that the beams hit on the anode is much smaller than that for the cathode.  

The energy spectra of the delta-rays in the materials of the wall-less TEPC were obtained by 
the equation of Butts and Katz5). The number of secondary electrons per unit length of path having 
energies in the interval ω to ω+dω is as follows; 
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2 2
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β ω

ω ω

π µ
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where Z* is effective charge of an ion moving with speed βc, m and e are the electron mass and charge, N is the number 
density of electrons in the material.  

Energy distribution of secondary electrons produced in water by the irradiation of carbon ion with energy 
of 290 MeV/u is shown in Fig.3. One determined the directions of the delta-rays on the assumption of two-body 
collision between the carbon ion and electron in the materials, without considering the binding energy of electron in the 
atoms. The authors set the threshold energy as 100 eV in the TE-gas and SUS304 considering the ionization 
potentials of them, because below the threshold the energies will be deposited locally. The maximum energy of the 
delta-rays was estimated 630 keV for 290 MeV/u carbon ion, according to eq.(2).  

max 2 2 2

4 (2),
2 2
mMEE

m M m ME M
=

+ + +
 

where m and M are the electron and the carbon mass, respectively, and E is the incident carbon kinetic energy. 
 
2.2 Calculation of energy deposit 
 Energy deposits in the detection volume from the delta-rays source were calculated by the EGS5 code6) 
combined with the PHITS code, particle and heavy ion transport code system3). The energy cut-off was set 1 keV for 
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electron. The direct energy deposit by the carbon ions in the detection volume was assumed to be as the product of the 
stopping power of the carbon ion with energy of 290 MeV/u in the TE-gas multiplied by the chord length crossing the 
detection volume. Moreover, the values were multiplied by 0.8, because a part of energy deposit will be lost according to 
a radial dose distribution by Chunxiang et al.7). The source positions of the delta-rays, (X, Y), were randomly determined 
in the irradiation area shown in Fig.2(b). The beam direction is parallel to the Z-axis. The sources were used as the 
user-defined sources in the calculation. Then, the calculated energy deposits per source electron in the detection volume 
were multiplied by the number of the delta-rays produced in a material to obtain a total energy deposit.  

 Lineal energy8), y, is defined as the quotient of ε by l , where ε  is the energy imparted to the matter 

in a volume by a single-energy deposition event and l  is the mean chord length in that volume: 

l
y ε
=      (3). 

The mean chord length is πd/4 for a right regular circular cylinder (height and diameter are same) with diameter d, 
irradiated by beams incident on the cylinder perpendicular to the central axis. The irradiation area by the beams 
parallel to the z-axis is 0.01 cm2 in a case shown in Fig.2. 
 
3.  Results and discussion 
 
3.1 Radial dose distribution in the wall-less TEPC for 290 MeV/u carbon ion beams 
 The calculated radial dose distributions are presented in Fig. 4. The x-axis is an impact parameter, b. It is noted 
that the calculation was done in the case that the carbon beams directly hit the cathode wire and the probability is 20 % 
based on the cross-sectional area of the cathode in the detection volume. The value of the X was fixed as zero in the 
calculation, which means that beams pass the center of a torus. The dose distributions by the four sources along the beam 
paths are shown. It is found that the direct energy deposit by the carbon beams decrease with b, because the chord length 
decrease with b in the detection volume. The energy deposits from the source in SUS304 increase at the boundary of 
SUS304 and TE-gas, b = 0.05, and sharply decrease beyond the boundary. The result is typical wall effect and consistent 
with the result of a measured radial dose distribution9) using a conventional TEPC irradiated by neon with energy of 210 
MeV/u. 
 
3.2 Lineal energy distribution in the wall-less TEPC for 290 MeV/u carbon ion beams 
 Figure 5 shows the calculated lineal energy distributions in the wall-less TEPC irradiated by the carbon ions 
with energy of 290 MeV/u. The direct energy deposits by the incident carbon ions are included. The range of X-axis of 
irradiated areas are 0.0 < X < 0.1 or 0.1 < X < 0.2, and 0.0 < Y < 0.1 (see Fig.2). The vertical axis presents the counts per 
number of delta-rays in each y. The incident carbon beams show the main peak around 10 keV/µm. The contribution of 
the delta-rays produced in the TE-gas is found in the y below 0.2 keV/µm. It is found that the energy deposits by the 
delta-rays from the cathode widely range in y.  
 

4.  Summary and future plan 
 
Energy deposits in a wall-less TEPC irradiated by 290 MeV/u carbon ion beams were obtained using EGS5 by 

modeling the delta-rays production along with the beam path. It is found that the delta-rays produced in a wall-less TEPC 
along with the carbon beams deposit energies in wide y region. The calculation based on the more detailed modeling will 
be performed and compared with measured data in the near future. 
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Figure 1: Photographs of the wall-less tissue equivalent proportional counter. 
Outlook (left) and the detection volume (right) constructed by thin wires are shown. 
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Figure 3:  Energy distribution of secondary electrons knock-out by carbon ions with 
energy of 290 MeV/u in water . 

Figure 2:  Calculation geometry for energy deposit in the detection volume of the 
wall-less TEPC. 
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Figure 4: Radial dose distributions calculated by EGS5 in the wall-less TEPC 
irradiated by carbon ions with energy of 290 MeV/u. 

Figure 5: Lineal energy distributions calculated by EGS5 in the wall-less TEPC 
irradiated by carbon ions with energy of 290 MeV/u. 
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Abstract
We incorporated the Landau-Pomeranchuk-Migdal (LPM) effect and the dielectric suppres-

sion effect for bremsstrahlung, and the LPM effect for pair production in the EGS5 code. To ver-
ify the validity of the EGS5 code with the LPM plus dielectric cross section for bremsstrahlung,
we compared the energy spectrum of bremsstrahlung photon of the calculations using the EGS5
code with that of the LPM effect experiments at primary electron energies of 8, 25, and 287
GeV. The calculated value of the EGS5 code reproduced the experimental value of the LPM
effect well.

1 Introduction

Electron bremsstrahlung and pair production are two of the most common high-energy electromag-
netic processes. The standard description of these processes is the Bethe-Heitler (BH) cross section
[1]. However, Landau, Pomeranchuk, and Migdal [2, 3] pointed out that when an ultrarelativistic
electron emits a low-energy photon by bremsstrahlung, the BH cross section is suppressed (LPM
effect). The LPM effect is a suppression of photon production due to the multiple scattering of the
electron. If an electron undergoes multiple scattering while traversing the formation length, the
bremsstrahlung amplitudes can be suppressed, reducing the probability of bremsstrahlung photon
emission. They also pointed out that a similar suppression occurs for pair production.

In addition, Ter-Mikaelian [4] pointed out that photon interactions can induce suppression.
When the bremsstrahlung photon interacts with the electrons in the material by forward Compton
scattering, a phase shift in the wave function of the photon is produced. If this phase shift is so
large that it cause destructive interference, the photon emission is reduced (dielectric suppression
effect). These effects appear at above several GeV for bremsstrahlung and above several TeV for
pair production. Thus, these effects are important in the high energy air shower and the next
generation colliders such as International Linear Collider (ILC).

In this study, to improve the accuracy of electromagnetic shower calculation at these energy
range by using the EGS5 code [5], we incorporated the LPM effect and the dielectric suppression
effect for bremsstrahlung, and the LPM effect for pair production in EGS5 code. The LPM effect
and the dielectric suppression effect for bremsstrahlung are incorporated in Monte Carlo code
as GEANT code [6] and FLUKA code [7]. However, the LPM effect for pair production is not
incorporated in these codes.

1.1 Bethe-Heitler cross sections in the EGS5 code

In the EGS5 code, the BH cross section for bremsstrahlung of a photon of energy k by an electron
of energy E0 is obtained as

dσBrems−BH

dk
=

A′r2
0αZ(Z + ξ(Z))

k

×
{

(1 + (E/E0)2)
[
φ1(δ) −

4
3
lnZ − (4fc(Z) if E0 > 50, 0)

]
(1)

−2
3
(

E

E0
)
[
φ2(δ) −

4
3
lnZ − (4fc(Z) if E0 > 50, 0)

]}
.
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Here, E is a secondary electron energy, α is the fine structure constant, re is the classical electron
radius, Z is the atomic number, and other parameters are the same as ref. [5]. The BH cross
section for pair production of an electron (positron) of energy E− (E+) by a photon of energy k0

is obtained as
dσPair−BH

dE−(+)
=

A′r2
0αZ(Z + ξ(Z))

k3
0

×
{

(E2
+ + E2

−)
[
φ1(δ) −

4
3
lnZ − (4fc(Z) if k0 > 50, 0)

]
(2)

+
2
3
E+E−

[
φ2(δ) −

4
3
lnZ − (4fc(Z) if k0 > 50, 0)

]}
,

where parameters are the same as ref. [5].

1.2 LPM plus dielectric cross section for bremsstrahlung

The LPM cross section for bremsstrahlung was given by Migdal [3] and Klein [8] as

dσBrems−LPM

dk
=

4αr2
eξ(s)
3k

{y2G(s) + 2[1 + (1 − y)2]φ(s)}Z2ln
(

184
Z1/3

)
, (3)

where y = k/E0. ξ(s), G(s), and φ(s) are functions of

s =
(

ELPMk

8E0(E0 − k)ξ(s)

)1/2

. (4)

Here, ELPM depends on the radiation length X0, given by

ELPM = 7.7 TeV/cm·X0. (5)

G(s) and φ(s) are infinite series. In addition, Eq. (4) require an iterative procedure for solution,
since ξ(s) appearing on the right-hand side is itself a function of s. Thus, it is difficult to use Eq.
(3) with these equations for Monte Carlo codes directly. To calculate Eq. (3) easily, Stanev et al.
[9] gave polynomials of G(s) and φ(s), and approximate equations without iteration of ξ(s) and s as
Eq. (13) to Eq. (22) in their paper. We adopted the equations given by Stanev et al. to calculate
Eq. (3) for the EGS5 code. In the absence of suppression s → ∞, G(s) → 1 and φ(s) → 1; strong
suppression corresponds to s → 0, G(s) → 0 and φ(s) → 0. Figure 1 shows the BH cross section as
Eq. (1) and the LPM cross section as Eq. (3) per radiation length, X0nydσ/dy, for Pb, where n is
atomic density. As E0 rises, the LPM cross section drops, with low energy photons suppressed the
most.

Migdal [3] considered dielectric suppression effect for bremsstrahlung. Since it occurs only for
y ¿ 1, only the φ term is relevant: Migdal replaced φ(s) with φ(sΓ)/Γ to get

dσdiel

dk
=

16αr2
eξ(s)

3k

φ(sΓ)
Γ

Z2ln
(

184
Z1/3

)
, (6)

where Γ = 1 + (k2
p/k2), kp = γh̄ωp, γ = E0/mc2, ωp =

√
4πnZe2/m, m is the electron mass, c is

the speed of light, and e is the electric charge.
To calculate both the LPM effect and the dielectric suppression effect, we give the differential

cross section for bremsstrahlung as

dσBrems−LPM−diel

dk
=

4αr2
eξ(s)
3k

{y2G(s) + 2[1 + (1 − y)2]
φ(sΓ)

Γ
Z2ln

(
184
Z1/3

)
. (7)

Figure 2 shows the comparison of the cross section function for bremsstrahlung for C at an incident
energy of 25 GeV. When y ≥ 1.4 × 10−3, the LPM plus dielectric cross section as Eq. (7) is
equivalent to the LPM cross section as Eq. (3). On the other hand, when y < 1.4×10−3, the LPM
plus dielectric cross section as Eq. (7) is equivalent to the dielectric cross section as Eq. (6).
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1.3 LPM cross section for pair production

The LPM effect for pair production of an electron (positron) of energy E− (E+) by a photon of
energy k0 was given by Migdal [3] as

dσPair−LPM

dE
=

4αr2
eξ(s̃)

3k0

{
G(s̃) + 2

[
v2 + (1 − v)2

]
φ(s̃)

}
, (8)

where v = E−(+)/k0,

s̃ =

√
ELPMk0

8E(k0 − E)ξ(s̃)
. (9)

Here, as well as Eq. (3), Stanev et al. [9] gave polynomials of G(s̃) and φ(s̃), and approximate
equations without iteration of ξ(s̃) and s̃ as Eq. (13) to Eq. (22) in their paper. In the limit s̃ À 1
there is no suppression, while s̃ → 0 indicates large suppression. Figure 3 shows the BH cross
section as Eq. (2), and the LPM cross section as Eq. (8) per radiation length, X0nvdσ/dv, for Pb.
As k0 rises, the LPM cross section drops, with electrons (positrons) of energy of k0/2 suppressed
the most.

2 Methods

2.1 Calculation of the LPM effect and the dielectric suppression effect

We incorporated the LPM plus dielectric cross section for bremsstrahlung according to Eq. (7) in
the EGS5 code by using the rejection method. We added a new subroutine LPMB, and added the
rejection method algorithm to a subroutine BREMS in the EGS5 code. The subroutine LPMB
calculates the ratio of the LPM plus dielectric cross section to the BH cross section for atomic
number, a primary electron energy, and an emitted photon energy. At the additional part in the
subroutine BREMS, the emitted photon sampled by the BH cross section is rejected according to
this ratio. Flow diagrams of the additional part of subroutine BREMS and the subroutine LPMB
are shown in Fig. 4 and 5, respectively.

We also incorporated the LPM cross section for pair production according to Eq. (8) in the
EGS5 code by using the rejection method. We added a new subroutine LPMP, and added the
rejection method algorithm to a subroutine PAIR in the EGS5 code. The subroutine LPMP
calculates the ratio of the LPM cross section to the BH cross section for atomic number, a primary
photon energy, and an emitted electron (positron) energy. Flow diagrams of the additional part of
subroutine PAIR and the subroutine LPMP are shown in Fig. 6 and 7, respectively.

2.2 Comparison with the experimental values

To verify the validity of the EGS5 code with the LPM plus dielectric cross section for bremsstrahlung,
we compared the energy spectrum of photon of the calculation using the EGS5 code with that of
LPM effect measurement. We calculated the energy spectrum by using the EGS5 code with both
the BH cross section and the LPM plus dielectric cross section for bremsstrahlung.

Anthony et al. [10] measured the energy spectrum of photon produced by bremsstrahlung
at incident electron energies of 8 and 25 GeV using a bismuth germanate (BGO) calorimeter.
Target thicknesses were from 0.7% to 6%X0. Targets C, Al, Fe, W, Au, Pb, and U were used.
Anthony et al. also indicated the energy spectrum of photon calculated by Monte Carlo using
LPM plus dielectric cross section. A single electron traversing the target may interact more than
once, emitting more than one photon. Then, the energy of these photons is deposited in the BGO
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calorimeter (multi-photon pileup). Thus, the calculations of EGS5 code took into account the
multi-photon pileup.

Hansen et al. [11] measured the energy spectrum of photon produced by bremsstrahlung at
incident electron energies of 149, 207, and 287 GeV using a lead glass (LG) detector. Target
thickness was 4.4%X0. Targets Cu, Ta, and Ir were used. Hansen et al. also indicated the energy
spectrum of photon calculated by using GEANT code [6] with the LPM cross section. For Hansen’s
experiment, the dielectric suppression effect was practically irrelevant because the effective energy
range of the dielectric suppression effect was very small in comparison with that of the LPM effect.
The multi-photon pileup also occurred for Hansen’s experiment. Thus, the calculation using the
EGS5 code took into account the multi-photon pileup.

3 Results and Discussions

Figure 8 shows the energy spectrum of bremsstrahlung photon for C and Au targets of thickness of
6%X0 at incident electron energies of 8 and 25 GeV for Anthony’s experiment. The energy spectrum
was plotted with the bins having a logarithmic width from 0.2 to 500 MeV. The calculations of
the EGS5 code and Antony’s Monte Carlo calculation were normalized by using normalization
constants as listed in Table 1. Energy ranges for normalization were 2 to 500 MeV and 20 to
500 MeV for 8 GeV and 25 GeV, respectively. The calculations of the EGS5 code of the LPM

Table 1: values of normalization constants of the calculation using the EGS5 code and Anthony’s
Monte Carlo calculation.

Label in Figure 8
Normalization constant [%]
EGS5 Anthony(97)

(a) 8 GeV : 6%X0 Carbon -2.1 -4.6
(b) 8 GeV : 6%X0 Gold -1.3 -5.0
(c) 25 GeV : 6%X0 Carbon -1.3 -5.0
(d) 25 GeV : 6%X0 Gold -1.5 -5.5

plus dielectric cross section and Antony’s experimental values are good agreement in almost all the
energy range. However, for Figure 8 (b) and (c), the calculation using the EGS5 code of the LPM
plus dielectric cross section underestimates below photon energy of 0.7 MeV. The reason of this is
that the transition radiation effect [12] is not treated in the calculation using the EGS5 code.

Figure 9 shows the energy spectrum of bremsstrahlung photon for Cu and Ir targets of thickness
of 4.4%X0 at an incident electron energy of 287 GeV for Hansen’s experiment. The energy spectrum
was plotted with the bins having a logarithmic width from 2 to 287 GeV. The calculations of the
EGS5 code and Hansen’s GEANT calculation were not normalized. The calculations of the EGS5
code of the LPM cross section and Hansen’s experimental values are good agreement in all the
energy range.

For bremsstrahlung, the calculated value of the EGS5 code with the LPM effect and the di-
electric suppression effect reproduced the experimental values well. Unfortunately, comparison of
calculated and experimental values for pair production was not performed because there was no
reliable experimental values of the LPM effect for pair production.
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Figure 5: Flow diagram of subroutine LPMB.
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Figure 5: Continued
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Figure 7: Flow diagram of subroutine LPMP.
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Figure 7: Continued
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Figure 8: Energy spectrum of photon for (a) C and (b) Au targets at incident electron energies of 8
GeV, and (c) C and (d) Au targets at incident electron energies of 25 GeV. Filled circle: Anthony’s
experimental value; dashed line: Anthony’s Monte Carlo calculation of the LPM plus dielectric
cross section; solid line: the EGS5 calculation of the LPM plus dielectric cross section; dot-dashed
line: the EGS5 calculation of the BH cross section.

108



 0

 0.001

 0.002

 0.003

 0.004

 0.005

 10  100

k [MeV]

EGS5:BH

EGS5:LPM

Hansen(04):LPM

Hansen(04):Experiment

d
N

/d
(l

n
 k

)/
X

0

(b) 287 GeV : 4.4%X
0
  Iridium

(a) 287 GeV : 4.4%X
0
  Copper

 0

 0.001

 0.002

 0.003

 0.004

 0.005
EGS5:BH

EGS5:LPM

Hansen(04):LPM

Hansen(04):Experiment

d
N

/d
(l

n
 k

)/
X

0

Figure 9: Energy spectrum of photon for (a) Cu and (b) Ir targets at incident electron energies
of 287 GeV. Filled circle: Hansen’s experimental value; dashed line: Hansen’s GEANT calculation
of the LPM cross section; solid line and dot-dashed line: the EGS5 calculation of the LPM cross
section and the BH cross section, respectively.
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Abstract

A GPU (graphics processing unit) was examined to see if it accelerates charged particle trans-
port simulations. Having performed Monte Carlo simulations, we found that a GPU (NVIDIA
GeForce 8800 GTX) outperforms a general purpose CPU (Intel Core2Duo E6700) by more than
an order of magnitude for the cases where the mean number of Coulomb scattering per event is
larger than 100.

1 Introduction

We have been studying the effectiveness of the GPU (graphics processing unit) computing for the
charged particle transport. In the fifteenth EGS meeting, we reported that GPU can accelerate the
sampling routines for generating the deflection angles due to Coulomb scattering by over an order
of magnitude and the GPU accelerated simulation was used to validate a newly developed method
for simulating large angle multiple scattering which includes the spin effect [1].

In this work, a Monte Carlo code of charged particle transport is implemented on a GPU
(NVIDIA GeForce 8800 GTX) using CUDA [2, 3] and the execution time is compared with the
CPU (Intel Core2Duo E6700) execution time. The GPU Monte Carlo simulation yields, the angular
deflection θ, lateral deviation r and actual path length s = t+Δ of a particle after passing through
a foil of thickness t. The analytical probability distribution of, the excess path length Δ, joint or
conditional probability distributions of Δ and r are calculated according to Yang [4] and Nakatsuka
[5] using a numerical inverse Laplace transform algorithm [6]. The distributions obtained from the
GPU simulation and the analytical calculation are compared for validation.

2 Monte Carlo simulation

Charged particles passing through matter suffer deflections due to Coulomb scattering, and the
process is the main source of the angular and lateral spreads (figure 1). In the GPU Monte
Carlo simulation, we have a charged particle incident on the origin of the reference frame with the
initial direction along the z axis. The simulation yields, the angular deflection θ, lateral deviation
r =

√
x2 + y2 and actual path length s = t+Δ of a particle after passing through a foil of thickness

t. Or it can yield the z coordinate of a particle with a prescribed path length. As a example, simple
simulations were performed with deflection angles sampled from Gaussian distributions. The RMS
angle σ and mean free path λ of scattering were set to be σ = σθ/

√
μ = σθ/

√
t/λ and λ = t/μ

respectively, so that the variances of angular deflection at s = t can be assumed to have constant
value σ2

θ for different values of μ.
Figure 2 shows the conditional probability density distribution of z given s = t, f(z|s = t) (solid

histogram) and that of s given z = t, f(s|z = t) (dotted histogram) for μ = 100 and σθ = 0.1.
It seems that the distributions are symmetrical about s = t or z = t. This suggests that the
conditional probability distribution of z− t given s = t is the same as the distribution of the excess
path length Δ = s − t given z = t (figure 3) in the case where the small angle approximation is
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Figure 1: A schematic diagram of the projected trajectories of charged particles passing through a
matter of thickness t.
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Figure 2: The conditional probability density distributions, f(z|s = t) (solid histogram) and f(s|z =
t) (dotted histogram).

0

50

100

150

200

250

300

350

400

0 0.002 0.004 0.006 0.008 0.01

pr
ob

ab
ili

ty
 d

en
si

ty

f (tz | s=t)
f ( | z=t)

Figure 3: The conditional probability density distributions, f(t − z|s = t) (cross) and f(Δ|z = t)
(solid histogram).
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Table 1: The comparison between CPU and GPU execution time of the Monte Carlo simulation.

execution time (s)
processor number of events μ = 10 μ = 100 μ = 1000
CPU (Core2Duo E6700 2.66 GHz) 220 = 1048576 4.2 41 410
GPU (GeForce 8800 GTX) 224 = 16777216 10 61 510

ratio of the execution times 6.7 11 13

valid (σθ � 1). Hence we will focus hereafter on the excess path length Δ given z = t rather than
z given s = t.

Table 1 shows the comparison between CPU and GPU execution time of the Monte Carlo
simulation for μ = 10, 100 and 1000. The GPU codes were compiled with the -use_fast_math
option [2]. In the simulation, floating-point arithmetic was performed in single precision. To
generate uniform pseudo random numbers, “taus88” described in L’Ecuyer [7] was used. Since the
simulation is processed in parallel on the GPU, the seed values are initialized by random numbers
for each thread. We see that the GPU Monte Carlo simulation is more than 10 times faster than
the CPU version for μ ≥ 100.

3 The excess path length

In order to test the validity of the GPU simulation, the excess path length distributions were
compared with the analytical ones [5] obtained using a numerical inverse Laplace transform [6]. In

the comparison, the variables Δ, r were scaled according to ref.[5] as u = Δ/1
2 tσ2

θ , ρ = r/
√

1
3 t2σ2

θ .
As an example of the analytical results, figure 4 shows the joint probability density distribution of
the excess path length and lateral displacement f(u, ρ).
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Figure 4: The joint probability density of the excess path length and lateral displacement.
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The excess path length distribution for μ = 100, 1000 and σθ = 0.1 obtained from the GPU
simulation is plotted in figure 5 on a linear scale (upper) and on a semi-logarithmic scale (bot-
tom). The analytical result is shown by the dashed curve. The distribution from the GPU Monte
Carlo simulation for μ = 100 slightly deviates from the analytical curve, whereas the Monte Carlo
simulation for μ = 1000 gives better agreement.
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Figure 5: The excess path length distribution for μ = 100, 1000 and σθ = 0.1.
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Figure 6: The conditional probability density f(u|ρ) for μ = 100 and σθ = 0.1.
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Figure 6 shows the conditional probability density distribution f(u|ρ) of the excess path length
u given the lateral displacement ρ (ρ = 0, 0.2, 0.4, 0.6, 0.8, 1) for μ = 100 and σθ = 0.1. The
symbols with error bars show the distributions obtained from the GPU simulations and curves
show the analytical results. Also, figure 7 shows f(u|ρ = 2) for μ = 10, 100, 1000 and σθ = 0.1.

As ρ increases, the distributions obtained from the GPU Monte Carlo simulations deviate from
the analytical curves, however, the discrepancy decreases as μ increases. Hence, it can be said that
the discrepancy is not caused by errors in the GPU simulations but rather because the number of
deflections is not large enough.

4 Conclusion

We have tested the effectiveness of the GPU computing for the charged particle transport. It was
found that a GPU (NVIDIA GeForce 8800 GTX) accelerates charged particle transport Monte
Carlo simulations by more than an order of magnitude over a CPU (Intel Core2Duo E6700) for the
cases where the mean number of Coulomb scattering per event is larger than 100.

In order to validate the GPU Monte Carlo simulations, the excess path length distributions
obtained from the simulations were compared with the analytical ones which were calculated using
a numerical inverse Laplace transform algorithm. The Monte Carlo and analytical results agree
well in the multiple scattering regime.

Therefore we conclude that the GPU Monte Carlo simulation of charged particle transport is not
just fast but accurate and GPUs seem promising for the charged particle transport computation,
although the performance gain depends on a particular application and/or processor.
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