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FOREWARD

The Twenty-sixth EGS Users’ Meeting in Japan was held at High Energy Accelerator Research
Organization (KEK) from August 4 to 6. The meeting has been hosted by the Radiation Science
Center. More than 30 participants attended the meeting.

The meeting was divided into two parts. Short course on EGS was held at the first half of the
workshop using EGS5 code. In the later half, 6 talks related EGS were presented. The talk covered
the wide fields, like the medical application and the calculation of various detector responses etc.
These talks were very useful to exchange the information between the researchers in the different
fields.

Finally, we would like to express our great appreciation to all authors who have prepared
manuscript quickly for the publication of this proceedings.
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Abstract 

A user code was made to compute energy depositions on the use of EGS5, and the result of 

execution in Fortran is output to the result file named egs5job.out. In this execution method, 

program input and output are performed in a process of writing a file, executing the Fortan-program 

on a command line, and evaluation of the results with reading the output file. This complicated 

process has low affinity with the Web-server application. On the other hand, preparing a Fortran 

execution environment is difficult for biological researchers who want to predict the internal 

exposure dose. In this research, by using Ruby on Rails (Rails), we constructed an application in 

which the user code is changed based on the input data of the dynamic Web page, Fortran on the 

command line is executed by Rails and the output results were analyzed to display the predicted 

dose rate on a Web page. As a result, it became possible to calculate the beta and gamma-internal 

exposure doses of Cs-137, Cs-134 and K-40 on the Web application. It is expected that the user 

code that can predict the beta and gamma-ray internal dose will increase its utility value in the 

future by linking with script language. 

 

 

1. Introduction 

The National Institute for Environmental Studies has estimated the effects of diffuse 

radioisotopes on wildlife in the Fukushima Daiichi Nuclear Power Station difficult-to-return area, 

using the Japanese field mice (Apodemus speciosus) as the target animal [1]. At the 2018 EGS 

Study Group, this research group reported changes in internal exposure dose due to Cs-137 from 

2012 to 2016. It is expected that such predictions of internal exposure doses for wild animals will 

continue to be made while adding target species. 

EGS5 has a proven as a method of calculating internal exposure dose with high reliability. On 

the other hand, one must prepare a computer that runs Fortran-language with basic operating skills 

for executing EGS5. It is also required to set the radioisotope nuclide, radiation type, elemental 

composition of body tissue and the size of target tissue in files named as User Code and User Data. 

The results are displayed in a file constructed by EGS5. In order to obtain the dose rate from the 

basic output of EGS5 such as energy transfer, recalculation of total energy-transfer in a unit weight 

of the target-tissues of individuals are needed. Although such an execution and recalculation are 

sufficiently significant for researchers specializing in simulation research, it is very difficult for 

usual biologist to handle EGS5-codes and recalculate results. While, high reliability of EGS5 

resulted demands of the program for calculating radiation internal doses. There is also a growing 

need for a method of utilization in which the calculation results are provided to general researchers 

who are not familiar with simulation software. 

In the research on the effects of the accident in Fukushima nuclear plants on wildlife animals, 

there is a need to predict the internal radiation dose from the specific activity of radionuclides 
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in?/of? animals. While, execution procedures are too difficult for usual biologists. Even a researcher 

with basic Linux skills may require several years or more to be able to do so. In order to connect the 

achievements and reliability of EGS5, it is necessary to develop a program interface that is easy for 

usual biologists to use. If the developer provides a web interface on the server, the user can 

calculate the internal exposure dose using a web browser regardless of the OS. 

In order to run EGS5 on a web server, firstly set the output to text with conditions, then change 

the user code based on the input on the web server, and then execute the EGS5 program. It is 

necessary to build a server that executes and reads the output text and displays it on a web page. By 

using current technologies such as HTML, XML, jQuery, etc., these operations are basically 

possible, but since the procedure for development is complicated, in order to develop with limited 

personnel and funds, it is necessary to utilize the development support package for Web pages. In 

this research, using the Web page development support package Ruby on Rails, the internal 

exposure dose due to beta rays and gamma rays is calculated from the specific activity of Cs-137, 

Cs-134 and K-40 of the mouse, which is supposed to be a cylinder. In this study, some points on the 

application development were described. 

 

2. Materials and Methods 

2.1 Radiation measurements of Mice  

Mice were captured by traps in the Fukushima Daiichi NPP difficult-to-return area, and Cs-137 

gamma rays were measured by a germanium measuring instrument for part of the body tissue after 

euthanasia. For Cs-137 beta ray and gamma ray, it was calculated by EGS 5 based on the amount of 

Cs-137 in body tissue calculated based on the frequency of measured gamma rays. With respect to 

Cs-134 and K-40, radiation dose was not calculated, since there was no measurement result. 

 

2.2 User code 

For the beta and gamma-ray energy distribution of Cs-137, Cs-134 and K-40, we referred to 

ICRP Publication 107. As the geometry for calculating the internal exposure, a cylindrical body was 

assumed as the body of the mouse, and the radiation source was dispersed throughout the body, and 

the shape of the whole body was the measuring instrument (Fig. 1). 

 

Fig. 1  Geometry of the shape of the body 

 
 

On the settings of the User Code for calculating the internal exposure dose, the energy 

distribution of each nuclide is described in the section for the beta and gamma-ray energy settings 

(Fig. 2). Depending on the choice of beta or gamma-rays set, they were loaded into a set array for 

calculation of beta or gamma-rays (Fig. 3). Next, the EGS5-call section was used to read 

information about murine substances, and the Shower-call section that specified beta rays or 

gamma-rays were generated in random directions at random positions in the cylinder (Fig. 4).  

Regarding the energy absorbed in the substance, the code for totaling in the entire cylinder is 

described in the Output-of-results section (Fig. 5). 

 

Fig. 2 Beta and gamma-ray energy settings in user code 
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A. Settings for basic variables 

 
B. Beta-ray energy-settings 

Cs-137 

 

Cs-134 

 

K-40 
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C. gamma-energy settings 

 

Fig. 3  Selection of nucleotide and codes for calculation 
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Fig. 4  Setting the radiation source positions  

 

 

Fig.5 

 
 

2.3 Output settings for calculation results 
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As an execution setting of EGS5, a file called akan_3.f was set to read various sizes of radiation, 

radioisotope and body tissue called akan_3_s.data (Fig. 6). With this setting, once akan_3.f was 

executed on the command line, then by changing akan_3_s.data, the dose under various conditions 

was calculated. The output was set so that only the data needed by the biologist to calculate the 

internal exposure was output to the file egs5job.ou2. 

 

 

Fig. 6 Output file settings in  

 

2.4 Web interface 

Ruby on Rails (Rails) 2.5 was used as the software for the Web interface. The main body of 

EGS5 and the setting file were placed in the ‘lib’ folder of Rails. Radius and hight of the cylinder 

was set in akan_3_s.data file according to the Web-page created by Rails.  The conditions are 

displayed as a list, and the calculation under the condition selected by the researcher is executed by 

clicking a link next to the displayed conditions. Calculation procedures proceeded according to the 

ruby codes in Controller section of Rails (Fig. 7). 

 

Fig. 7 Controller section of Rails 

 
 

 

3. Results and Discussions 

The constructed program was confirmed to run on the local machine. On the local machine or 

server, it is necessary to run EGS5 from the command line once, while after that, it only worked 

with the web interface. Due to this execution specification, it was suggested that after the program 

was set up, it could be used by standard biologists. 

In the EGS5 User Code, a basic internal exposure measurer was created by describing the energy 

distribution and the code that randomly sets the source distribution and direction (Fig. 6). This 

internal exposure measurement system can be changed for different types of radiation (beta or 

gamma rays), and calculation for each nuclide is also possible by setting an argument as a command. 

By expanding this user code, the command input from EGS5 can be set by the Web program, and 
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the internal exposure effects of various nuclides can be calculated without executing Fortran on the 

terminal. 

At present, the biological effect of Cs-137 is the focus, but the effect of Cs-134 remains on some 

sampling schedules. Maintenance is required. K-40 can be used as a background for the effects of 

radioisotopes in the body. This program has achieved the intended purpose. However, due to the 

ease of operation, it is necessary to consider cases where it is used for purposes other than expected, 

and functions to control access of users may be required. 

 

4. References 

 

[1] D Endoh, D., Hirayama, H., Ishiniwa H. and Onuma, M. “Prediction of internal exposure by Cs-
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code and internal exposure calculation from 2012 to 2016-“ (KEK, Tsukuba, Japan). 2018. 
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Abstract 

CyberKnife (Accuray Inc., Sunnyvale, CA) is a radiation therapy device focused on 

high-precision radiation therapy. In the treatment using CyberKnife, the dose gradient is 

steep across the shape of the target or healthy tissues. Because of this, the accuracy of dose 

calculation is particularly important. To perform accurate dose calculations, it is 

necessary to obtain reliable radiation source information; therefore, the aim of this study 

was to obtain reliable radiation source information of CyberKnife, for use it in Monte 

Carlo (MC) dose calculations. The source information was obtained through the MC 

simulation in the treatment machine head of CyberKnife. The geometrical details were 

obtained from manufacturers’ specifications. Accelerated electrons were impinged on the 

X-ray target, and the information of particles output from the device was recorded in the 

form of IAEA phase space data (PSD). The validity of obtained PSDs was verified through 

the comparison of calculated water dose distribution and measurements. The radiation 

beam was incident perpendicular to the surface of water with source-to-surface distance 

of 80 cm. The percentage depth dose (PDD) and off-center ratio (OCR) were calculated 

and measured. The comparison of PDDs, calculated values agreed with measurements 

within 1 mm distance-to-agreement (DTA) value in the build-up region and agreed 

within almost 1% local error in the depth beyond the build-up region. Also, the 

calculated OCRs agreed with measurements within almost 2% local errors in the 

radiation fields and agreed within 1 mm DTA value in the penumbra region. These 
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results showed that the obtained PSDs have the validity for use it in dose calculations.   

 

 

1. Introduction 

CyberKnife (Accuray Inc., Sunnyvale, CA), one of the radiation therapy devices, is 

specialized in stereotactic radiosurgery (SRS) and stereotactic radiation therapy (SRT).  

In SRS or SRT, a high dose is delivered to targets in one or few treatment fractions in 

order to achieve good clinical outcomes in a short period. To irradiate a target with a 

high dose while reducing the toxicity to healthy tissues, high accuracy is required for 

treatment planning and radiation delivery. The CyberKnife system consists of a linear 

accelerator mounted to a robotic manipulator and a digital X-ray imaging device, and it 

can perform multi-directional irradiation with high accuracy for a small target such as a 

brain tumor.  

    In radiation therapy, dose distributions in the patients are calculated to develop 

optimal treatment plans for each clinical case. In SRS and SRT, the dose calculation 

accuracy is particularly important because treatment is performed with a steep dose 

distribution which conforms to the shape of the target or healthy tissues. It is widely 

known that Monte Carlo (MC) method is the most accurate dose calculation algorithm1); 

however, full-MC method, which does not include variance reduction techniques2) or 

parameter discretization, is not used clinically in most cases due to the long 

computational time. Instead of full-MC method, correction-based algorithms that 

calculate dose distributions by applying correction factors to the standard measurement 

data in water and physical model-based analytical dose calculation algorithms such as a 

convolution method are the mainstream in clinical situations1). However, these 

algorithms cause calculation errors due to the theoretical limits of inhomogeneity 

correction. Therefore, it is useful that there is an independent verification tool which 

recalculates treatment plans using full-MC method.  

    To perform accurate dose calculations, it is necessary to obtain reliable radiation 

source information (e.g., energy spectrum and fluence map). In photon therapy using a 

clinical linear accelerator, output photons and electrons have a wide range of energies 

up to several MeV. In addition, the dose rates of treatment beams are very high. For 

these reasons, it is difficult to obtain reliable radiation source information by direct 

measurement3-4). Alternatively, several studies have reported the methods for obtaining 

it through MC simulations5-9). The aim of this study was to obtain reliable radiation 

source information of CyberKnife SRS/SRT system through MC simulations, for use it 

in MC dose calculations.  
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2. Materials and methods 

2.1 The MC simulation of CyberKnife treatment machine head.  

We simulated CyberKnife M6 series (Accuray) with the fixed circular collimators. 

Simulations were performed by using EGS510). The geometrical details of the machine 

head were obtained from manufacturers’ specifications. The schematic overview of 

simulations is shown in Fig. 1.  

    Firstly, the simulation 1 which is from the X-ray target plane to scoring plane 1 was 

performed. This simulation is a common part independent of the type of fixed circular 

collimators. The energy of incident electrons is monoenergetic 7.3 MeV. Also, the fluence 

map of electrons on the X-ray target plane was determined by the Gaussian distribution 

with 𝜎 = 1.15 mm. The information of particles reached the scoring plane 1 was 

recorded in the form of International Atomic Energy Agency (IAEA) phase-space data 

(PSD)11). The recorded information was particle charge (iq), energy (e), position (x,y) and 

direction vector (u,v). The position (z) and direction vector (w) were not recorded 

because these variables are known or can be calculated using other variables. The 

cut-off energies AE and AP in this simulation were 0.700 MeV and 0.010 MeV, 

respectively.  

    Secondly, the simulation 2 which is from the upstream of fixed circular collimators 

to scoring plane 2 was performed. There are 12 types of fixed circular collimators with 

diameters ranging from 5 mm to 60 mm at the source-to-axis distance of 80 cm plane. 

Since the simulation geometry differs for each collimator, the PSD recorded at the 

scoring plane 1 was used as a radiation source of these simulations, and the particles 

passed through each collimator were recorded at the scoring plane 2. Recorded particle 

information and cut-off energies were the same as in the simulation 1.  

 

2.2 Comparison of calculated and measured water dose distributions.   

The validity of obtained PSDs was verified through the comparison of calculated water 

dose distribution and measurements. The MP3 water scanning system (PTW, Freiburg, 

Germany) and type-60012 diode detector (PTW) were used for the measurements. The 

radiation beam was incident perpendicular to the phantom surface with 

source-to-surface distance of 80 cm. The percentage depth dose (PDD) and off-center 

ratio (OCR) in the depth of 1.5 cm, 5.0 cm, 10.0 cm, 20.0 cm and 30.0 cm were measured.  

    In the MC dose calculation, a virtual water phantom, whose mass density is 

homogeneous 1.0 g/cm3, was created using a voxel user code in EGS512). The phantom 

size was set to 40 × 40 × 40  cm3, which was large enough not to disturb the 

charged-particle equilibrium. The PSDs obtained for each field at the scoring plane 2 
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were used for dose calculations as a radiation source. The calculation grid size was set 

to 2 × 2 × 2 mm3 for PDD calculations and 1 × 1 × 1 mm3 for OCR calculations. The 

statistical uncertainty was less than 0.5% at the depth of 10.0 cm on the beam axis. The 

cut-off energies AE and AP were 0.521 MeV and 0.010 MeV, respectively.  

 

 

3 Results 

The results of comparing calculated water dose distributions and measurements for 10 

mm and 60 mm diameters from 12 different sized collimators are obtained. The 

diameter of 60 mm is the reference field size for CyberKnife, and the diameter of 10 mm 

is a field size often used for the treatment such as a brain tumor.  

The comparison between calculated and measured PDDs is shown in Fig. 2. In both 

field sizes, calculated values agreed with measurements within 1 mm 

distance-to-agreement (DTA) value, which is the nearest distance from a point of a 

reference dose to the point of the same amount of dose, in the build-up region. Also, 

calculated values agreed within almost 1% local error in the depth beyond the build-up 

region. According to the IAEA technical report13), the recommend tolerances are within 

10% local errors or 2 mm DTA values in the build-up region, and within 2% local errors 

in the depth beyond the build-up region. Calculation errors were within these 

tolerances.  

The comparison between calculated and measured OCRs is shown in Fig. 3. In both 

radiation fields, calculated values agreed with measurements within almost 2% local 

errors in the radiation fields. In the penumbra region, calculated values agreed within 1 

mm DTA value. The recommended tolerances are within 3% local errors in the radiation 

field, and within 10% local errors or 2 mm DTA values in the penumbra region. As with 

the PDD comparison, the calculation errors were within these tolerances.  

 

 

4 Discussion 

The parameter of incident electrons in the treatment machine head simulation was 

determined with reference to previous studies8-9). Firstly, we performed the simulation 

with the electron parameter provided by Ma et al.8), whose parameter was that energy 

is monoenergetic 6.8 MeV and the fluence map is the Gaussian distribution with 𝜎 =

1.15 mm. As a result, the calculated PDD caused an error suggesting that the beam 

energy was too low. The details of the device model were not described; however, it 
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seems to be an older model than CyberKnife M6 series because of published year of the 

paper. In addition, since there are individual differences between devices, it is 

considered that there might be some differences in the parameters of incident electrons. 

Based on the parameter provided by Ma et al., adjustments were made by trial and 

error to match the characteristics of our device. The relationship between incident 

electron energy and calculated PDDs with the diameter of 60 mm collimator are shown 

in Fig. 4. The simulations with several electron energies were performed, and the 

parameter for which calculation errors become a plateau was determined. It took about 

one week from the simulation to obtain PSDs to the calculation of water dose 

distributions with a sufficiently small statistical uncertainty by using Core i7-8700K 

CPU (Intel Corporation, Santa Clara, CA). Due to the long computational time, it is not 

practical to use optimization algorithm such as a newton’s method; therefore, the 

parameters were determined by the method described above. Finally, the good 

agreement was obtained between calculated and measured dose distributions. In 

regions with a high dose gradient such as build-up and penumbra regions, the 

calculated profiles appear to be blunter than the measurements. This is due to the 

difference between the calculation grid size and the sensitive volume of the diode 

detector, whose sensitive volume size was 0.03 mm3. Since the diode detector has a 

much smaller sensitive volume, it is natural that the sharper profile of the 

measurements was observed.  

 

 

5 Conclusion 

We performed MC simulations of CyberKnife SRS/SRT system to obtain the radiation 

source information. Obtained source information was used for calculating water dose 

distributions and was compared with measurements. Calculated dose distributions 

were in good agreement with measurements; therefore, it was showed that the obtained 

source information has the validity for use it in dose calculations.  
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Fig. 1. The schematic overview of machine simulations. 

 

 

 

 

    

 

   

 

 

 

 

  

 

Fig. 2. The comparison of calculated PDDs and measurements.  

(a) 𝜙 = 10 mm.   (b) 𝜙 = 60 mm. 
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(b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. The comparison of calculated OCRs and measurements. 

(a) 𝜙 = 10 mm.   (b) 𝜙 = 60 mm. 

 

 

 

 

 

Fig. 4. The relationship between incident electron energy and calculated PDDs. 
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Abstract 

Japan is one of the countries with the highest medical exposure in the world.  In addition, most medical exposure is 

accounted for X-ray computed tomography (CT) examinations.   In the head CT examination, lens dose is regarded as 

a problem, and in the lens dose measurement, evaluation is performed by installing a dosimeter on the surface of the 

phantom.  With this method, however, the dose measurement positions of the lens and dosimeter are different, so 

accurate dose measurement is considered difficult.  In this study, the difference of absorbed dose between the lens and 

the dosimeter puts on the eyelid surface was calculated and compared using Monte Carlo Simulation (EGS5 : Electron 

Gamma Shower [1]).  As a result, the absorbed dose ratio between them was about 0.8.  Even in actual measurements, 

it is considered that the dose of lens is smaller than the dose on the eyelid surface. 

 

1.  Introduction 

X-ray computed tomography (CT) examination is indispensable in modern medicine. In Japan, a large number of 

X-ray CT units are used compared to countries around the world.  Most of the medical exposure is due to X-ray CT 

examination.  Japan is, therefore, the country with the highest medical exposure in the world.  In order to control 

medical exposure, it is first necessary to know the exposure dose from the examination.  In the X-ray examination the 

exposure dose is measured using dosimeters put in or on the surface of a phantom that simulates the human body.  In 

particular, the dose to the surface organs of the human body is often evaluated by the dose measured with the dosimeter 

placed on the surface.  In general X-ray examinations, the exposure dose decreases with increasing depth from the 

surface.  In the X-ray CT, the dose distribution in the phantom is estimated to be complicated due to the rotary 

irradiation system.  In this study, we focused on the lens dose in the head X-ray CT and examined the difference 

between the absorbed dose of the lens and the absorbed dose of dosimeter put on the eyelid surface using Monte Carlo 

simulation (EGS5 : Electron Gamma Shower [1]). 

 

 

2.  Materials and Methods 

      In this study, we used EGS5 (Electron Gamma Shower 5) and performed a simulation assuming head X-ray CT. 
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Dair  =  Dsoft-tissue  ×                    (2) 
( μ/ρ )soft-tissue 

D  =                    (1) 
V × ρ 

2.1 X-ray CT unit 

      We modeled an Aquilion ONE made by CANON MEDIACL SYSTEMS as X-ray CT unit and simulated a 

helical scan for head X-ray CT examination.  X-ray CT unit has a bow tie filter that adjusts the X-ray intensity, and the 

X-ray beam has a fan angle that spreads in the transverse plane and spreads in the head-to-tail direction.  For this reason, 

we have incorporated the photon number correspond the ratio of X-ray intensity distribution according to the fan angle of 

transverse plane and of head-to-tail direction in the simulation.  In this study, the photon number was not making the 

same as the photon number in the actual head X-ray CT.  The photon number was 1.8 billion, and we evaluated 

absorbed dose as a relative value.  The distance between the X-ray focus and the axis of rotation was 60mm, the beam 

width in the head to-tail direction was 3.2mm, and the helical pitch was 0.95. 

 

2.2 Voxel Phantom 

      We developed a voxel phantom using the actual CT images of a human phantom for CT (CTU-41) (Fig.1) made 

by KYOTO KAGAKU CO.LTD as the subject.  CTU-41 is a human phantom that has 26 organs of the human as its 

structure, but it did not have lens structures.  So we added the lens structures inside the eyeballs of the voxel phantom 

with reference to the literature [2]. In the phantom, two dosimeters were also incorporated on the eyelid surface.  The 

number of voxels was ( x, y, z ) = ( 145, 185, 42 ), and the voxel size was ( x, y, z) = ( 1.25mm, 1.25mm, 5mm ). 

Compositions of the lenses and eyeballs were set to ICRU-44 lens and water, respectively.  To obtain sufficient 

deposition energy, the dosimeter material was set to soft-tissue, not to air or some kinds of dosimeter materials.  After 

the deposit energy to the soft-tissue was obtained, it was converted to absorbed dose for air. 

 

2.3 Formalism 

      After the simulation, using equation (1), deposit energy of lenses and dosimeters were converted to absorbed dose, 

respectively.  The absorbed dose of dosimeters as soft-tissue was then converted to absorbed dose for air using equation 

(2).  In addition, we obtained an absorbed dose distribution diagram on the axial plane of voxel phantom where the 

lenses and dosimeters exist (fig.2), and evaluated the relationship of absorbed dose between the lens and surrounding 

tissue, and its changes due to depth.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.  Results 

Table 1 and 2 show the calculation results.  In the Table 2, the ratios of the absorbed dose of the lens to the 

dosimeter were 0.77 on the right-eye side and 0.82 on the left-eye side.  The ratio of the absorbed dose of the lens to the 

dosimeter at the eyelid position was approximately 0.8. 

Fig.3 shows the absorbed dose distribution in the axial plane where the lenses and dosimeters exist.  In the 

D : Absorbed Dose (Gy)           V : Voxel Volume (cm
3
) 

E : Deposit Energy (eV)           ρ : Density (kg/cm
3
) 

( μ/ρ )air 

( μ/ρ )air    : Mass Energy-Absorption Coefficient of AIR      (cm
2
/kg) 

( μ/ρ )soft-tissue  : Mass Energy-Absorption Coefficient of Soft-Tissue (cm
2
/kg) 

E × 1.6 × 10 
-13
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homogeneous tissue region, the absorbed dose decreased with depth.  In addition, the absorbed dose was low in the 

order of bone, soft-tissue (brain), water, lens and air.  The absorbed dose of eyeball was lower than that of the 

surrounding soft-tissue and dosimeters.  

Fig.4 shows the right eye part was displayed in a color code map correspond to the absorbed dose.  The 

absorbed dose of the lenses was lower than that of the eyeball’s area at the same depth. 

 

4. Discussion 

The result of this study shows that the absorbed dose of the lens was lower than that of the dosimeter on the eyelid 

surface.  In general, in X-ray irradiation from one direction (front), it is known that the ratio of absorbed dose between 

the lens located 3mm deep from the eyelid surface and the dosimeter put on the eyelid surface is approximately 0.8 times, 

considering the factor of depth.  Also, it is known that when the absorbed dose at the position on the surface of the 

human body is measured in free air, the absorbed dose that is added to the absorbed dose by the backscattered radiation is 

considered to the human surface dose.  And, in the diagnostic energy region, the coefficient that takes into account the 

back scatter radiation component is regarded as 1.1~1.4.  In this study, under the head X-ray Ct condition, which is the 

rotary irradiation, the ratio of the absorbed dose between the lens and the dosimeter on the eyelid was approximately 0.8.  

Because the phantom has a structure and organization that are very close to the human body, it is estimated that an effect 

in the actual human body will be equivalent to this result.  So it is considered that when the dosimeter is put on the 

eyelid surface, the absorbed dose of the lens is calculated by multiplying the measurement value by 0.8.  The CT-AEC 

(Auto Exposure Control) and the material and density of the bed differ depending on the X-ray CT unit, so we should 

consider the effects of these factors in the future. 

The results of absorbed dose distribution showed that the absorbed dose decreased with depth from the body 

surface.  The X-ray energy in the diagnostic area is lower than that in the treatment area and does not cause buildup of 

the absorbed dose.  So the absorbed dose at the surface of the subject was high and decreases with depth from the 

surface.  Moreover, the cause of decreasing in absorbed dose in the order of bone, soft-tissue (brain), water, lens, and air 

was the difference in mass energy-absorption coefficient.  In particular, it is considered that the absorbed dose of brain 

was relatively low because the brain was covered with a highly absorbing skull and was deeply placed in the head. 

 

 

5.  Conclusion  

In the Monte Carlo calculation, the absorbed dose ratio between the lens and the dosimeter placed on the eyelid 

was about 0.8 in head CT.  Even in actual measurements, it was considered that the dose of the lens is smaller than the 

dose on the eyelid surface. 
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(a) CTU-41      (b) CT-image (sagittal)    (c) CT-image (coronal) 

 

Fig.1 Human Phantom for CT (CTU-41, KYOTO KAGAKU CO.LTD [4]) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 An axial plane of voxel phantom 

 

 

Table 1 Calculate result 

  
Relative absorbed dose  ( mGy ) 

right-eye left-eye 

lens 0.0008126 0.0008153 

dosimeter (air) 0.001051 0.0009908 

 

 

Table 2 The ratio of absorbed dose 

  right-eye left-eye 

The dose ratio between 

the lens and the 

dosimeter (air) 

0.7733 0.8229 
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Fig.3 Dose distribution (Color code map) 

 

 

 

 

 

 

 

 

 

 

 

 

             (a) Voxel Phantom        (b) Dose distribution  

              Red  ：soft-tissue                  (Color code map) 

Blue ： eyeball 

              Yellow：  lens 

 

Fig.4 Right eyeball dose distribution 
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Abstract 

Since the densities in the calculation of the electron stopping power and the densities in the calculation of 

the density effect should normally match, in order to prevent inadvertent dissociation between the two, an 

error will occur if they deviate by 1% or more with pegs5 input. A message is output and abnormally stopped. 

On the other hand, as a new method in ICRU90, we accept that there is a difference of 1% or more between 

the two. Therefore, we changed the input method of density effect data in pegs5 and the related parts of 

pegs5 to allow input by this new way. Specifically, if you intentionally use different values for both, specify 

the density in the density effect file with a negative value. And pegs5 ignores the difference from the density 

in pegs5 input when reading negative density from density effect input file. 

 

1. Introduction 

 

The density effect is a phenomenon in which the material is polarized due to incident electrons and 

the collision stopping power is reduced.  For carbon, for example, the maximum reduction is as 

large as 14% of the total stopping power, and accurate treatment of the density effect is important. For 

this reason, egs5 [1] deals with the density effect in three ways. The first method is the general 

treatment of Sternheimer & Peierls, which is a little less accurate with a total stopping power error of 

<2%, but it can be handled only with Z and ρ and is simple [2]. The second method is to use the 

parameters of 278 substances by Sternheimer, Berger, and Seltzer [3]. The third method is to use the 

value of ICRU-37 [4]. In this case, since the density effect at 49 energy points is specified, it can be 

handled with the highest precision. However, it is complicated because it is necessary to prepare a 

density effect file for each substance. 

Graphite is used as a material for the ionization chamber and is an important material in radiation 

measurement, and has a large density effect. Since the density and the average ionization energy 

influence the density effect, it is necessary to use accurate values of the density and the average 

ionization energy in order to obtain an appropriate value of the density effect. However, there is a 

problem that the density of graphite varies widely, and that a high density graphite is easily cracked 
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and has low workability. Therefore, how to handle the density and density effect of graphite is an 

important issue in radiation physics, and has been repeatedly taken up in the ICRU Report. In ICRU37, 

the problem of stopping power of non-homogeneous materials such as graphite was raised, and the 

stopping powers of 1.7 g cm-3 and 2.265 g cm-3 were posted, and the use of 1.7 g cm-3 was 

recommended. ICRU49 also posted carbon stopping powers of 1.7 g cm-3 and 2.0 g cm-3 [5]. 

 

2. NRC PIRS-0626 and ICRU90 

 

NRC PIRS-0626 states that "calculating the density effect of graphite using 2.265 g cm-3 reproduces 

experimental values well" [6]. According to this claim, "The average stopping power is obtained by 

measuring the density, but the collision phenomenon with atoms occurs only in the crystal part. The 

density effect is inconsistent unless calculated by the density of the crystal part.” The handling of the 

density effect of ICRU90 follows this idea [7]. In order to perform the calculation as claimed, different 

densities are used as the density of the whole substance and the density when calculating the density 

effect. The ICRU Report 90 states that "bulk density rarely exceeds 1.8 g cm-3 and grain density is 

2.265 g cm-3". It is necessary to confirm the actual bulk density before the calculation. A corrected 

version of NIRC PIRS-0626 was published, and the densities of ordinary graphite and 

pyrolytic graphite used for measurement were shown to be 1.7 g cm-3 and 2.2 g cm-3, 

respectively [8]. 

 

3. How to use ICRU90 density effect data in egs5 

 

Since the densities in the calculation of the electron stopping power and the densities in the 

calculation of the density effect should normally match, when pegs5 input deviates by 1% or more, an 

error message is output and abnormal termination is performed. This is to prevent inadvertent 

discrepancy between the two densities. However, as stated above, the idea of ICRU90 allows for a 

difference of 1% or more between the two. Therefore, we changed the input method of density effect 

data in pegs5 and the corresponding pegs5 so as to allow the input based on this way of thinking while 

maintaining the check function for the deviation of both densities due to carelessness. Specifically, if 

you intentionally use different values for both, specify the density in the density effect file with a 

negative value, and if pegs5 reads a negative density, set it to a positive value. After conversion, we 

decided to accept the difference from the density in the pegs5 input. 

 

Example of first three lines of PEGS5 input (including density specification for stopping power 

calculation): 

ELEM  

22



&INP RHO=1.85, IUNRST=1, EPSTFL=1 &END 

graphite_icru90 

IUNRST=1 is used to output unrestricted collision stopping power shown below and it should 

be erased in usual MC calculation. 

 

Example of first two lines of EPSTAR file (including density specification for density effect data): 

graphite_icru90 

49 81.0 -2.265 1 6 1.000 

 

The epstar file is a file used in EGS5 to use ICRU37 density effect data. Even when using ICRU90 

density effect data, it is necessary to create a density effect file for each substance, combine it, and 

create a file called epstar. There is no problem if ICRU90-based and ICRU37-based density effect data 

are mixed in one epstar file. The following changes have been made to pegs5:  

4807a4808,4812 

> !       18Jun2020 Kludge by Y.Namito to use different rho in epstar&pegs5 input 

>         if (EPSTRH .lt. 0.0) then 

>           TLRNCE=1.0 

>           EPSTRH=ABS(EPSTRH) 

>           end if 

 

If the value of EPSTRH (the variable that reads the density in the density effect data) is negative, 

change EPSTRH to a positive value to allow up to 100% difference from the density in the pegs5 

input for the stopping power calculation. Therefore, the confirmation of the difference between the 

two is substantially nullified. The pegs5 and EPATAR files with this change are released as one of 

the add-on of egs5 HP, so the user can use this file as it is. 

 When Sel/ was calculated with the above-mentioned PEGS5 input and EPSTAR input, and compared 

with the values in Table A.2. of ICRU90, the values well matched as shown in the table below were 

obtained. 

 

T 

MeV 

Sel/ MeV cm2 g-1 

Table A.2. ICRU90 PEGS5 output 

0.001 1.048E+02 1.047E+02 

0.01 1.999E+01 1.999E+01 

0.1 3.654E+00 3.654E+00 

1.0 1.606E+00 1.606E+00 

10 1.729E+00 1.729E+00 
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100 1.928E+00 1.928E+00 

1000 2.106E+00 2.105E+00 
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Appendix A. Effect of  and I to stopping power 

Effect of density  and mean ionization potential I to stopping power is summarized. The stopping 

power is divided into 1) density effect part and 2) the part other than density effect. The density effect 

part depends on both  and I, whereas the part other than the density effect does not depend on  but 

on I.  

The in the second line of the EPSTAR file records the values used for the calculation of density 
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effect parameter which is shown on the third and subsequent lines. Rewriting this  does not affect the 

calculation result (*1) because this  was already used for the calculation. On the other hand, I in the 

second line has two meanings. First, this value of I was used for calculating the density effect 

parameter and it is written as a record (*2). Second, I in the second line is also used for calculation of 

the part of the stopping power other than the density effect (*3). Therefore, changing this I will affect 

the calculation results. 

 

Stopping power (MeV cm2 g-1) Density  Mean ionization potential  I 

Density effect part  〇*1 〇*2 

Other than the density effect part × 〇*3 

 

   In Fig4.2 of ICRU90, the calculation of the first condition (=2.265 g cm-3 : I=78eV) and the 

second condition (=1.7 g cm-3 : I=78eV) of ICRU37 is compared with the experiment, and the former 

is closer to the experiment. Then 2.265g cm-3 is recommended. However, ICRU90 recommends I=81 

eV, and eventually ICRU90 recommends the third condition (=2.265 g cm-3 : I=81 eV). As mentioned 

above, both  and I affect the stopping power, so the difference in the stopping power between the first 

condition and the third condition must be considered. The difference is 0.1% or less at 20 MeV 

comparing with the experiment and 1.4% at 1 keV not comparing with the experiment. There is no 

difference in terms of agreement with experiment. 

Note that using the density in the pegs5 input, (mass) stopping power in unit of MeV cm2 g-1 is 

converted into stopping power in unit of MeV cm-1 and output as pegs5 data. 

 

Appendix B. Method that we did not adopt after all 

In order to solve this problem, we initially thought of using the function to specify the density for 

each area in the user code. In this case, in the PEGS5 input, write the same density as the density effect 

file, and specify the bulk density that you want to actually use in the calculation as the density for each 

area. 

Before HATCH CALL in user code, we write 

RHOR()=1.85 

It is a method of inputting the actual density at the time of calculation and scaling the stopping power. 

However, this method was not adopted because the Goudsmit-Saunderson multiple scattering 

distribution cannot be used in this case. 
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