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Running EGS5 with the computer cluster PIs

S. TSUJI
Kawasaki Medical School, Kurashiki 701-0192, Japan

Abstract

Combining 24 units of single board computers Banana Pi and Raspberry Pi together to create a computer cluster “parallel integrated system PIs”. I ran the Monte Carlo simulation EGS5 with this PIs. Describe concrete construction method, computing capacity and problems of this PIs.

1 Introduction

There are two single board computers Raspberry Pi and Banana Pi. The model of Raspberry Pi is Raspberry Pi 3 Model B, this specification is the ARM Cortex-A 53 of 4 core CPU, 1.0 GB memory. Banana Pi’s model is Banana Pi BPI-M3, this specification is the A83T ARM Cortex A7 of 8 core CPU, 2.0 GB memory and 8 GB eMMC storage. They can be loaded with Linux. For the distribution of Linux, Raspberry Pi is RASPBIAN STRETCH WITH DESK TOP, Banana Pi is Ubuntu 16.04 mate. They can be installed the latest version of gfortran and run simulation of EGS5. In addition, it is possible to install the MPI and run EGS5 at the MPI in a single board computer [1]. I have developed a computer cluster “parallel integrated system” (hereafter PIs) by combining these single board computers (1 Raspberry Pi and 23 Banana Pies) [2]. I concretely describe the construction method of PIs, computational capacity and a problem.

2 Construction of PIs

2.1 System diagram

The host name of one Raspberry Pi node is “raspberrypi24”. Also, Banana Pi nodes allocate host names from “bananapi00” to “bananapi22”. Fig. 1 is a system diagram of PIs. The raspberrypi24 node is used for exchange with outside via network and Banana Pi nodes (bananapi00~bananapi22) are used for calculation. “/home/pi” directory of each node is made common by NFS (Network File System). Time is set by NTP (Network Time Protocol). The raspberrypi24 node is synchronized with the outside and the bananapi00 ~ bananapi22 nodes are synchronized with the raspberrypi24 node.

2.2 Setting of each node (single board computer)

Download each node OS image and burning them on microSD card. Since the Banana Pi node is equipped with 8 GB eMMC, when used as a slave node, burning to eMMC is sufficient. After installing the OS, it is necessary to install the latest version of gfortran and MPICH [3] on each node. Details are listed in reference [1].

2.3 Assembling PIs

When full calculating a single board computer, the chips get extremely hot. As shown in the Fig. 2, it is necessary to put a heat sink on the main chip of each board of PIs. Furthermore, the whole device must be cooled with a fan (shown in Fig. 4). As shown in the Fig. 3, 12 boards are connected...
Figure 1: The system diagram of PIs. The “/home/pi” directory of the host node bananapi00 is made common to other nodes by NTP. Only the raspberrypi24 node is connected to the external network, and this node is accessed to upload and download files. The raspberrypi24 node synchronizes the time with the outside by NTP, but the other nodes synchronize with the raspberrypi24 via the internal network.

by spacers. PIs is configured with 2 × 12 boards, 4 fans (2 per 12 boards), a 24 port switching hub, 5 V USB chargers, power strips, power cables and LAN cables shown in Fig. 4. A program for the

EGS5 code was run without heat sinks and fans, it took 7.45 hours. However, running the same program with seat heat sinks and fans installed, it took only 1.61 hours. In this way, considering the cooling of the single board computer, the computing capacity is greatly increased.

2.4 Network settings

For each node from bananapi00 to bananapi22, internal network addresses 192.168.240.100 to 192.168.240.122 are allocated. The raspberrypi24 node is assigned 192.168.240.124. Specifically, it is set as follows (in the case of bananapi00).

IP address setting(/etc/NetworkManager/system-connection/Wired connection 1).

..............
[ipv4]
Figure 3: 12 single board computers are connected in one tower. The configuration of PIs is prepared 1 tower of 12 Banana Pi nodes and the other tower of 11 Banana Pi + 1 Raspberry Pi nodes.

```
address1=192.168.240.100/24,192.168.240.254
dns=8.8.8.8;
dns-search=
methods=

Host name setting(/etc/hostname).

bananapi00

Setting the host name in the internal network(/etc/hosts).

192.168.240.100   bananapi00
192.168.240.101   bananapi01

192.168.240.121   bananapi21
192.168.240.122   bananapi22
192.168.240.124   raspberrypi24
```

Figure 4: Overall picture of PIs. PIs is configured with 2 towers in Fig. 3, 4 fans (2 per 12 boards), a 24 port switching hub, 5 V USB chargers, power strips, power cables and LAN cables. Fans are necessary for cooling the entire device.
The setting of raspberrypi24 is shown below.

IP address setting(/etc/dhcpcd.conf).

...............  
interface enxb***************  
static ip_address=192.168.240.124  
static routers=192.168.240.254  
static domain_name_servers=8.8.8.8  
static domain_search=

interface wlan0  
static ip_address=????.???.???.???  
static routers=????.???.???.???  
static domain_name_servers=????.???.???.???  
static domain_search=

............... 

Host name setting(/etc/hostname).

raspberrypi24

/etc/hosts is the same as that of the Banana Pi node.

A summary of the internal network is shown in Table 1.

<table>
<thead>
<tr>
<th>IP address</th>
<th>bananapi00: 192.169.240.100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bananapi01: 192.168.240.101</td>
</tr>
<tr>
<td></td>
<td>bananapi22: 192.168.240.122</td>
</tr>
<tr>
<td></td>
<td>raspberrypi24: 192.168.240.124</td>
</tr>
<tr>
<td>Net mask</td>
<td>255.255.255.0</td>
</tr>
<tr>
<td>Gateway address</td>
<td>192.168.240.254</td>
</tr>
<tr>
<td>Domain name server</td>
<td>8.8.8.8</td>
</tr>
</tbody>
</table>

2.5 Installing and configuring NSF

When using MPI with multiple nodes, NFS and ssh are needed to install and configure. Describe the installation and configuration of NFS (Network File System) [4]. Let bananapi00 be the master node and the other node be the slave node. Set the user name of all nodes to “pi”.

The master node setting

Execute the following command in superuser mode.

```
# apt-get install nfs-kernel-server
# apt-get install nfs-common portmap rpcbind
```

After installation, these daemons start up on Linux on each node by executing the following command.
To start up automatically at OS startup, execute the following command.

```
# update-rc.d nfs-kernel-server enable
# update-rc.d nfs-common enable
# update-rc.d rpcbind enable
```

Add `/etc/exportfs` as follows.

```
/home 192.268.240.0/255.255.255.0(rw,sync,no_root_squash,no_subtree_check)
```

If the following command is executed on the master node, it is successful if “pi” is visible under `/mnt` directory.

```
# exportfs -av
# mount bananapi00:/home /mnt
```

**The slave node setting**

Install softwares related NFS and run as a daemon.

```
# apt-get install nfs-common rpcbind
# service rpcbind start
# service nfs-common start
# update-rc.d rpcbind enable
# update-rc.d nfs-common enable
```

Add `/etc/fstab` as follows.

```
bananapi00:/home /mnt/pi_home nfs noatime 0 0
```

If the slave node has a user name “pi”, it is necessary to change. Execute the following command in superuser mode.

```
# mv /home/pi /home/pi.tmp
# ln -s /mnt/pi_home/pi /home/pi
```

After rebooting, if there are the same files or directories as the master node in `/home/pi` of the slave node, it is successful.
2.6 Configuring ssh

When installing the distribution Ubuntu 16.04 mate or RASPBIAN STRETCH WITH DESK TOP, ssh (Secure Shell) has already been installed. When MPI is used with multiple nodes, it is necessary to log in without a password. After setting NTP, set as follows at the master node (bananapi00).

```
$ ssh-keygen -t rsa
$ cat /home/pi/.ssh/id_rsa.pub >> /home/pi/.ssh/authorized_keys
$ chmod 600 /home/pi/.ssh/authorized_keys
```

As a result, the public key and secret key are distributed to all the nodes. Also edit `/etc/ssh/sshd_config` in the all nodes as follows.

```
/etc/ssh/sshd_config setting.

...............
AuthorizedkeysFile %h/.ssh/authorized_keys
...............
PasswordAuthentication yes
...............
```

After rebooting, if you can execute the following command and login without password, it is successful.

```
$ ssh pi@bananapi?? (Enter 01 to 22 in ??.)
```

or

```
$ ssh pi@raspberrypi24
```

2.7 Setting NTP

Set the time server in bananapi nodes to raspberrypi24. Edit `/etc/ntp.conf` of bananapi nodes as follows.

```
server 192.168.240.124 iburst
```

2.8 Setting of the host file for MPI

When using MPICH with multiple nodes, prepare the host file for MPI. Write the following contents in `/home/pi/mpihosts/hosts`.

```
bananapi00
bananapi01
bananapi02
...............
bananapi22
```

It is also possible to limit the number of cores of each node by MPI calculation.

```
/home/pi/mpihosts/hosts setting.

bananapi00:6
bananapi01:8
bananapi02:3
...............
bananapi22:5
```
Add the following line to .bashrc.

```bash
export HYDRA_HOST_FILE=~/mpihosts/hosts
```

After setting all, compile from the host bananapi00 by `mpicc`, `mpifort` etc. Execute the following command.

```bash
mpirun -np 184 execute_file
```

The number 184 means 23 nodes × 8 cores from bananapi00 to bananapi22 nodes.

### 2.9 Installation and configuration of EGS5 and EGS5-MPI

Installing EGS5 [5] and EGS5-MPI [6] in the home directory of bananapi00 install them on all nodes. Rewrite `egs5run` as follows.

```bash
#!/bin/bash

BASKET=directory of egs5
MY_MACHINE=gfort

egs5mpirun is rewritten as follows.

```bash
#!/bin/bash

BASKET=directory of egs5
MPI_BASKET=directory of egs5mpi
MY_MACHINE=MPICH
OPT_LEVEL=O2
MPI_SIZE=184

elif test "$MY_MACHINE" = "MPICH" <-- change where "Cygwin MPICH2" is written

CFLAGS="-fno-automatic -finit-local-zero -fno-range-check"

```

With the above setting, EGS5-MPI (`egs5mpirun`) can be executed.

### 3 Performance of PIs

#### 3.1 Remote operation from the network

The raspberrypi24 node in PIs has an IP address set for Wi-Fi exchanges with the outside so that commands can be executed and files are downloaded and uploaded through the network. The Fig. 5 shows that Tera Term program (ssh) in Windows can manipulate PIs commands.

#### 3.2 Computational power

The computing power of PIs was examined compared with the PC (1 core in CPU). Specification of the PC has Core i7 6700K (4.5 GHz), 32 GB memory. The PC was started VMware on Windows
Figure 5: Tera Term (ssh) in Windows accesses PIs. The execution of parallel calculation is checked.

10 pro, and then run Scientific Linux on it. The program for PC and PIs uses the dose calculation for brachytherapy with mHDR-v2 source. Conditions for calculation of absorbed dose is 2.5 to 20 cm (bin width: 0.1 mm (distance <1.0 cm), 1 mm (distance ≤1.0 cm)) in the distance from the source and from 0 to 180 degrees (bin width: 0.2 degree) in the angle in the 40 cm radius water sphere phantom. The PC took 74.6 hours for 5.6 × 10^8 event calculation processing. From these results, the result of converting to radial dose function g(r) [7, 8] in TG-43U1 [8] protocol is shown in the Fig. 6. On the other hand, in PIs using Banana Pi 20 nodes it took 78.8 hours to process 1.0 × 10^10 events. The results of converting these results into g(r) are shown in the Fig. 7. The computing capacity of PIs with 20 nodes is 16.9 times as compared with PC (1 core). If you let PC calculate the same 1.0 × 10^10 events as PIs, it takes 55.5 days (1332 hours). From this result, when 23 Banana Pi nodes in PIs are used, the computing capacity can be estimated to be 19.4 times as compared with PC (1 core).

3.3 Power consumption

The total power consumption of PIs using 20 nodes was 85 W in the idling state and 153 W during the MPI calculation. The power consumption of PIs when 23 nodes were used was 93 W in the idling state and 173 W in the MPI calculation.
4 Problem of PIs

The problem with PIs is that the communication on the internal network expires. If you are doing calculations for several days, you may get the following error.

$ packet_write_wait: connection to IP_ADDRESS port 22:Broken pipe

In this case, calculation of the IP_ADDRESS node is stopped. This is because ssh is disconnected during program execution. To prevent disconnection of ssh, the following description can be done.

/home/pi/.ssh/config setting.

 ServerAliveInterval 100
 ServerAliveCountMax 8640

This responds to the server 8640 times every 100 seconds. That is, keep connecting the network for 10 days. However even with the above settings, when computing using the Banana Pi node, if more than 20 nodes are used, the internal network is disconnected per about 2 or 3 days. In assembling and running the cluster computer in Banana Pi,

- 20 or less Banana Pi nodes should be used,
- calculation duration should be around 3 days,

are desirable. Now PIs with 20 Banana Pi nodes for calculations are running stable.

5 Conclusion

In this research, I developed a computer cluster PIs by combining a single board computer, and actually ran EGS5-MPI on it. In development of PIs, concrete settings for network setting, NTP, ssh are indicated. Compared to the PC of core i7 (4.5 GHz), the calculation capability of PIs is 16.9 times at 20 nodes. In addition, the power consumption with 20 nodes was 153 W at the time of MPI calculation. The problem is that the network is disconnected during calculation, but it can be operated stably by using a maximum of 20 nodes and setting the calculation duration to about 3 days. Considering from the power consumption on the computing capacity, it is very economical.
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Abstract
Monte Carlo (MC) method is a useful dose calculation algorithm that can calculate dose distributions most accurately even in the complex geometry. However, due to the long computation time of MC method, it is not used clinically in most cases. In the present study, we developed a method of obtaining point kernels by using EGS5. The obtained kernels can be used in convolution dose calculation algorithms, and it is possible to shorten the computation time of dose calculations compared with that of using MC method. The point kernels were obtained from MC simulations with a forced interaction technique. The dose distribution of one monoenergetic primary photon interaction was calculated and recorded as a point kernel. The monoenergetic kernels were simulated with energies from 0.5 MeV to 6.5 MeV at 0.5 MeV intervals. The obtained kernels were used in the convolution dose calculation. The dose distribution in water for basic situation was calculated by the fast Fourier transform convolution algorithm and was compared with the measurement data of clinical machine commissioning. The calculated percentage depth dose agreed with measured values within 1 mm distance-to-agreement (DTA) value in the build-up region and within 1% error in the depth beyond the build-up region. Also, the calculated off-center ratio agreed with measured values within 2% errors in the radiation fields, within 1 mm DTA value in the penumbra region, and within 3% errors outside the radiation fields. The convolution dose calculation was performed with high calculation accuracy, and it was confirmed that the obtained point kernels can be used in dose calculations.
1. Introduction

Medical linear accelerator (linac), one of the most widely used radiation therapy devices, can perform highly flexible cancer treatment. Before the treatment, dose distributions in the patient are calculated to develop optimal treatment plans for each patient. Monte Carlo (MC) method, the most accurate dose calculation algorithm in particular in the inhomogeneous medium such as a human body, is recognized as a gold standard dose calculation algorithm\(^1\). However, due to the long computation time of MC method, full-MC dose calculation is not used clinically in most cases. A calculation algorithm with high calculation accuracy and short computation time has been required in clinical situations.

At present, convolution algorithm, which aims to shorten the computation time by diverting the MC simulation result called “dose kernel”, is widely used. Convolution algorithm requires two components. One is total energy released per unit mass (TERMA), which represents the intensity of the energy imparted to the medium by interactions of primary photons. The other is a dose kernel, which represents the energy deposited about a primary photon interaction site. Therefore, convolution dose calculation is performed according to the following equation,

\[
D = T \otimes K \quad \cdots (1)
\]

where \(D\) is the dose, \(T\) is the TERMA, and \(K\) is the dose kernel. Also, TERMA is calculated by the following equation,

\[
T = \sum_{n=1}^{N} \psi_n \times (\mu/\rho)_n \quad \cdots (2)
\]

where \(T\) is the TERMA, \(\psi\) is the energy fluence, \(\mu\) is the linear attenuation coefficient, \(\rho\) is the mass density, and \(n\) is the number of energy bins.

There are several variations of the convolution algorithms depending on the types of dose kernels. For example, point kernel convolution algorithm uses a dose kernel that consists of dose depositions of one primary photon interaction, and pencil beam convolution algorithm uses a dose kernel that consists of all interactions caused by one pencil beam. Generally, the amount of information contained in the dose kernels affects calculation accuracy and computation time of convolution algorithms.

As previously mentioned, dose kernels can be obtained from MC simulations\(^2\). The simulation to obtain pencil beam kernels is simple. Primary photons are generated on
the surface of a semi-infinite water phantom, and the energy deposited within each voxel in the array is calculated. However, in the simulation to obtain the point kernels, it is necessary that the interactions of primary photons occurred at the appropriate point within the array. A forced interaction technique\textsuperscript{3} is needed; however, the specific method varies depending on the MC codes.

The aim of this study is to develop a method of obtaining point kernels by using the EGS5 MC code. The validity of obtained point kernels was confirmed by using them in the convolution dose calculation. The dose distribution in water for basic situation was calculated and was compared with the measurement data.

2. Materials and methods
2.1 MC simulations to obtain point kernels.

The point kernel contains the information of deposited energy when the primary photon interactions occurred at an appropriate point. Since the forced interaction technique must be used only for primary photons, primary photons and the others were discriminated using the latch variable, which is a user-definable particle parameter. When any interaction of primary photons occurred, the value of latch variable was added 1 in the subroutine “ausgab”. Therefore, it is possible to discriminate between primary photons and others depending on whether the latch variable value of each photon is 0 or not.

The dpmfp variable, which is the distance traveled by photons until the interaction occurs, is determined using random numbers in the subroutine “photon”. We edited the subroutine “photon” so that this distance for primary photons always becomes $1 \times 10^{-6}$, which is the minimum value that can be set in EGS5 code, in order to make them interact simultaneously with incidence. Since the latch variable value of primary photons was 0, the following code was inserted after the dpmfp variable was determined by random numbers.

\begin{verbatim}
if(latch(np).eq.0) then
dpmfp = 1.E-6
endif
\end{verbatim}

The MC simulations to obtain point kernels were performed in the water phantom. The phantom size must be large enough not to disturb the charged particle equilibrium. Therefore, the phantom size was set to 25 cm to the front, 10 cm to the back, and 20 cm to the other directions from the incident point of primary photons. The incident photon
energy was changed from 0.5 MeV to 6.5 MeV at 0.5 MeV intervals. The deposited energy was recorded as a three-dimensional (3D) distribution. The scoring array was a Cartesian coordinate system, and its grid size was $2.5 \times 2.5 \times 2.5\text{ mm}^3$. The history number was $5 \times 10^7$ for all simulations. The cutoff energy value of AP was 0.010 MeV, and that of AE was 0.521 MeV.

2.2 Calculating dose distribution in water by the convolution algorithm. The dose distribution in water for basic situation was calculated by the convolution algorithm. The 6 MV X-ray beam from the TrueBeam (Varian Medical Systems, Palo Alto, CA) linac was used. The size of the water phantom was $30 \times 30 \times 30\text{ cm}^3$, and its surface was positioned at the source to surface distance (SSD) of 100 cm. The radiation field was shaped by the jaw collimators, and its size was set to $10 \times 10\text{ cm}^2$ at the isocenter plane. The calculation grid size was $2.5 \times 2.5 \times 2.5 \text{ mm}^3$.

The phase space data (PSD)$^4$, which is the information of the radiation source, was obtained from the MC simulation in the linac head$^5$. The details of the simulation were reported in the previous study$^6$. The fluence map of the beam was analyzed from the PSD, and it is shown in the Fig. 1. TERMA and the weight of energy components of kernels were calculated according to this data. Also, the relationship between the photon energy and the linear attenuation coefficients of water was derived from the National Institute of Standards and Technology (NIST) database$^7$.

The computation time of convolution algorithms depends on the matrix size of convolution components. However, where the kernels are spatially invariant, the convolution process can be performed in the Fourier space$^8$. In the Fourier space, the convolution process becomes a multiplication of the Fourier-transformed TERMA array and the Fourier-transformed kernel array. Therefore, the equation (1) is transformed the following equation in the Fourier space,

$$\mathcal{F}(D) = \mathcal{F}(T) \times \mathcal{F}(K) \quad (3)$$

where $\mathcal{F}(D)$ is the Fourier-transformed dose, $\mathcal{F}(T)$ is the Fourier-transformed TERMA, and $\mathcal{F}(K)$ is the Fourier-transformed kernel.

We performed the convolution process in the Fourier space. The convolution components were Fourier-transformed by using the fast Fourier transform (FFT) algorithm, and the dose was obtained from the Fourier space by taking the inverse FFT to reduce the computation time. The dose calculation was performed using the MATLAB ver. R2018a (MathWorks, Natick, MA) software. The calculated dose distribution was
compared with the measurement data of clinical machine commissioning. The percentage depth dose (PDD) and the off-center ratio (OCR) in the depth of 1.5 cm, 5.0 cm, 10.0 cm, and 20.0 cm were evaluated.

3. Results
Some of the monoenergetic kernels are shown in the Fig. 2. The point kernels were in form of teardrops, and its shape expanded for the forward direction as the energy increased. The comparison of PDDs between the calculated and measured values is shown in the Fig. 3. Also, the comparison of OCRs on the x-axis is shown in the Fig. 4. In both cases, dose was normalized at the 10 cm depth on the beam axis. The calculated dose distribution was evaluated with reference to the tolerance provided in the International Atomic Energy Agency (IAEA) technical report\textsuperscript{9}. The calculated PDD agreed with measured values within 1 mm distance-to-agreement (DTA) value, which is the nearest distance from a point of a reference dose to the point of the same amount of dose, in the build-up region and within 1% error in the depth beyond the build-up region. Also, the calculated OCRs agreed with measured values within 2% errors in the radiation fields, within 1 mm DTA value in the penumbra region, and within 3% errors outside the radiation fields. These calculation errors were within the tolerance.

4. Discussion
The calculated dose distribution was in good agreement with the measurement data and was satisfied with the tolerance provided in the IAEA technical report\textsuperscript{9}. Therefore, it was confirmed that the obtained point kernels can be used in the convolution dose calculation. Total computation time of convolution dose calculation was 10 seconds. The convolution process with FFT took less than 1 second, and the other processes (e.g., reading kernels, calculating TERMA, et al.) were run at the rest of time. Just for reference, the convolution process in the real space running on CPU took about 10 minutes and running on GPU took about 2 minutes. CPU was Core i-7 8700K (Intel Corporation, Santa Clara, CA) processor, and GPU was GeForce GTX 1080 (NVIDIA Corporation, Santa Clara, CA) processor. When the dose calculation of the same situation was performed using MC method, it took about 100 hours until the value of variances became sufficiently small. It is widely known that convolution algorithms are not as accurate as MC method in case of complex geometry\textsuperscript{1,10,11}. However, taking into account much shorter computation time compared with the MC method, the convolution algorithm is assumed to be a useful dose calculation method in clinical situations.
5. Conclusion
We developed a method of obtaining point kernels by using EGS5. The validity of obtained point kernels was confirmed by using them in convolution dose calculation. It was verified that the calculated dose distribution was in good agreement with the measurement data. The computation time of the convolution algorithm was much shorter than the MC method: therefore, the convolution algorithm is assumed to be a useful dose calculation method in cases where short computation time is required.
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Fig. 1. The photon fluence map derived from PSD at the SSD = 100 cm plane.

Fig. 2. 2D-distribution of obtained monoenergetic point kernels.
(a) 1.0 MeV, (b) 3.0 MeV, (c) 5.0 MeV, (d) 6.5 MeV
Fig. 3. The comparison between calculated and measured PDDs.

Fig. 4. The comparison between calculated and measured OCRs on the x-axis.
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Abstract

A user code was made to compute beta and gamma-rays of Cs-137, Cs-134 and K-40 based on ICRP Publication 107. Internal radiation doses of the field mice (Apodemus speciosus) sampled in difficult-to-return area of Fukushima Daiichi Nuclear Power Plant from 2012 to 2016 was calculated by EGS5. After measurement of Cs-137 specific radioactivity in the mice, internal doses from Cs-137 were calculated to 0.1 - 12 μGy/h. The calculated doses of beta ray was about 10 times larger than those of gamma ray. The internal radiation dose has been reduced to about 1/10 in 2013 compared with 2012. After 2013, those doses were maintained in similar level. The user code which was made in thin study can calculate beta ray and gamma ray internal radiation doses and is expected to be used through combination with script languages such as Python and Ruby.

1. Introduction

As a research project of National Institute for Environmental Studies, Onuma et al. have been focusing on the wild field mice, as an indicator for estimating the effects of
diffuse radioactive isotope on wild animals in the difficult-to-return area of Fukushima Daiichi Nuclear Power Plant (NPP) [1]. In 2013, the number of 8OH-dG positive cells was 10 times larger in the testis of Fukushima mice than those in control area (Aomori). Whereas in the following year, the number of 8OH·dG positive cells in Fukushima were almost the same as Aomori. As for the external dose rate in the mice living area, 18.64 μGy/h was recorded in 2012, and there was no major change in the following year. In this study, the internal radiation doses from intra-body Cs-137 beta and gamma ray were recalculated on the samples in 2012 to 2016.

Upon recalculation, we prepared a User Code of EGS 5 that calculates internal doses of ingested Cs-137, Cs-134 and K-40. Since the program can be controlled with arguments, the user code can be adopted for automatic calculation of internal doses on many samples using script languages such as Python and Ruby.

2. Materials and Methods

2.1 Radiation measurements of Mice

Mice were captured by traps in the difficult-to-return area of Fukushima Daiichi NPP, and Cs-137 gamma rays were measured by a germanium measuring instrument for part of the body tissue after euthanasia (Table 1). For Cs-137 beta ray and gamma ray, it was calculated by EGS 5 based on the amount of Cs-137 in body tissue calculated based on the frequency of measured gamma rays. With respect to Cs-134 and K-40, radiation dose was not calculated, since there was no measurement result.

Table 1 The number of the large Japanese field mouse (Apodemus speciosus) used to measure Cs-137 concentrations in the present study.

<table>
<thead>
<tr>
<th>Trapping time</th>
<th>Year</th>
<th>Month</th>
<th>Number</th>
<th>Total in year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2012</td>
<td>Aug.-Nov.</td>
<td>male</td>
<td>female</td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>Jul.-Oct.</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>Jun.-Aug.</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>Aug.</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2016</td>
<td>Aug.-Sep.</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>56</td>
<td>35</td>
</tr>
</tbody>
</table>

Onuma et al. [1]

2.2 User Code

As for the geometry for calculation of internal dose, assuming a cylindrical shape as a body of a mouse. Radio nucleotides assumed to be dispersed throughout the body, and
the cylindrical shape correspond to the entire body was set as a measuring device (Fig. 1). Distribution of radioactive isotope for calculation of internal radiation dose, radiation direction of radiation and position where radiation and absorbing material interact is described in User Code. Regarding the energy settings of beta and gamma-rays, the energy distributions for Cs-137, Cs-134 and K-40 were recorded in the “Initialization section” of the User Code (Figures 2 to 4). Variables for beta and gamma-ray energies were declared as array variables (Fig. 2A). Energies and their distributions were written directly in User Code referring to ICRP Publication 107 (Fig. 2BC).

The elemental composition of the murine body tissue is assumed to be soft tissue and described in a PEGS file (*.inp) file (FIG. 3). The User Code loaded the PEGS file in the “pegs 5 – call” section. The radiation generation position and radiation direction from the nuclide were written in the “Shower-call” section assuming that the radioactive isotope was randomly present in the murine body and released in a random direction from the nucleotide (Fig. 4). For the energy absorbed in the material, interactions of radio-particles were set to occur in the entire cylinder as a measuring instrument in the “Output-of-results” section and the code to sum the absorbed energy were written (Fig. 5). As a result, for beta and gamma-rays, values in Gray per hour (Gy/h) per radioactivity per weight (Bq/g) were calculated.

In executing the User Code, after setting the subject radiation (beta-ray or gamma-ray) and nuclide (Cs-137, Cs-134 or K-40) on a command line, user code is executed and the calculated value was output as a result file.

Fig. 1

---

Geometry-comment which defined in the user code.

Fig. 2

A
B

ICGP 107 Cs-187 beta data

\[
\text{data} = \begin{bmatrix}
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 1.0000
\end{bmatrix}
\]

\[
\begin{array}{cccccccc}
0.120000 & 0.140000 & 0.160000 & 0.180000 & 0.200000 & 0.220000 & 0.240000 & 0.260000
\end{array}
\]

\[
\text{for} \ n = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
\]

\[
\text{data} = \begin{bmatrix}
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 1.0000
\end{bmatrix}
\]

\[
\begin{array}{cccccccc}
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 1.0000
\end{array}
\]

\[
\text{for} \ n = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
\]

\[
\text{C: Data for gamma rays from Cs-137, Cs-134 or K-40 directly written in User Code.}
\]


Fig. 3

Settings for elements including in mice body in a PEGS file.
Fig. 4

```fortran
1300 call randomset(rnnow)
   z0=0.2*rnow-0.1
   call randomset(rnnow)
   x(0:40,2*rnow-0.1)
   call randomset(rnnow)
   y0=0.2*rnow-0.1
   rr0=2*sqrt((x0-0)*y0+0.02*0.1)
   if(rr0,gt,1.0) go to 1300
   win = z0/rr0
   uin = x0/rr0
   vin = y0/rr0
```

Settings for radioisotope distribution and direction of release in User Code.

Fig. 5

```fortran
if (today .le. 0.0) then
   write(6,'(/A,6B(5,5,A(10))')  
   x = 'Stopped in MAIN with Takeoff',totke,i 
   x = 'AvailKE','availke', 'nCount','nCount
   stop
end if
if (type.eq.0) then
   write(6,'(/A)') 'Results for Cs-137 beta-ray'
elseif (nuclide.eq.0) then 
   write(6,'(/A)') 'Results for Cs-134 beta-ray'
else
   write(6,'(/A)') 'Results for K-40 beta-ray'
end if
elseif (nuclide.eq.0) then
   write(6,'(/A)') 'Results for Cs-137 gamma-ray'
elseif (nuclide.eq.1) then
   write(6,'(/A)') 'Results for Cs-134 gamma-ray'
else
   write(6,'(/A)') 'Results for K-40 gamma-ray'
end if
end if
write(6,'(/A,5F10.3,A,5F10.3,A)') ' Organ radius =', radius,' cm radius and ',height,' cm height cylinder'
```

Settings for calculation of energy absorption of beta or gamma-rays from Cs-137, Cs-134 or K-40, directly written in User Code.

3. Results

Regarding the specific radioactivity in the mice, it was about 100,000 Bq/kg for female and 50,000 Bq/kg for male in 2012, but it decreased drastically in 2013 and maintained
to similar values in 2014 to 2016 (Fig. 6). Regarding the dose rate calculated by EGS5, the beta-ray was 5-12 μGy/h in 2012, whereas it remained constant at around 1.5 μGy/h after 2013 (Fig. 7A). Internal exposure dose of gamma-rays was about 10 times lower than that of beta-ray, which is 0.5-1 μGy/h in 2012. The dose rate from gamma-rays also showed relatively lower value similar to those for beta-rays (0.1-0.25 μGy/h after 2013, Fig. 7B). For both periods, dose rate from internal gamma-ray was about 1/10th of the dose rates of internal beta-ray. The total dose of beta- and gamma-rays was close to the dose of beta-ray (Fig. 7C).

Fig. 1

![Fig. 1](image1.jpg)

Specific radio activities in field mice which was measured with Ge-radiation detector. White bar indicate Female mice and Gray bar indicate Male mice. Error bars indicate standard deviations. (Reconstructed from Onuma et al. [1]).

Fig. 2

![Fig. 2](image2.jpg)
Calculated internal radiation doses from beta-ray (A), gamma-ray (B) or beta- and gamma-rays (C) in field mice. White bar indicate Female mice and Gray bar indicate Male mice. Error bars indicate standard deviations. (Reconstructed from Onuma et al. [1]).
4. Discussions

With the radioactivity predicted from the gamma-ray counts of Cs-137 with Ge-radiation detector, there is a sharp decline of specific radio activities from 2012 to 2013 (Fig. 6). On the other hand, such a rapid decline is not shown in the external exposure in the mice-sampling region (Onuma et al. 2018). For Cs-137, since strong or irreversible adsorption to the soil is reported [2], during this period a decrease of radioactive elements may decrease in the feeding materials. In the future, when the difference between the external exposure dose and the internal radiation dose increases, it is desirable to analyze the localization of Cs-137 in feeding materials or soil in the sampling field. From the data on Cs-137 influence for a long time suggested to be obtained.

On the use of EGS5, we modified User Code to calculate not only Cs-137 but also the internal exposure dose of Cs-134 and K-40. Calculation of internal radiation doses is required for various subjects to estimate influences of radio nucleotides. Since the contribution of Cs-137, Cs-134 and K-40 is practically large in Japan, computer programs simulating internal radiation dose from Cs-137, Cs-134 and K-40 suggested to be required. Since these calculations are originally carried out on a large amount of samples, it is desirable that a large number of data can be automatically executed. Because EGS5 is described in FORTRAN and the calculation result is created in a file, calculation automation has been done in FORTRAN or Shell Script [3]. However, in order to calculate numerous data by taking in data such as tables of spreadsheet software such as Microsoft Excel, the computer program was expected to use spreadsheet automatically. Scripting computer languages such as Python or Ruby can use spreadsheet file with many additive analysis options. By setting energy, emitting position and directions, one can use the User Code with some command-line arguments without any modification argument of the script for the user code created in this study. Scripting program languages also treat the result file generated by EGS5. It is expected to be used for automatic calculation of internal radiation doses in various species of wild animals and ecosystems in the future.
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