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FOREWARD

The Eighteenth EGS Users� Meeting in Japan was held at High Energy Accelerator Research
Organization �KEK� from August � to ��� The meeting has been hosted by the Radiation Science
Center� More than ��� participants attended the meeting�

The meeting was divided into two parts� Short course on EGS was held at the 	rst half of the
workshop using EGS
 code� In the later half� �� talks related EGS were presented� The talk covered
the wide 	elds� like the medical application and the calculation of various detector responses etc�
These talks were very useful to exchange the information between the researchers in the di
erent
	elds�

Finally� we would like to express our great appreciation to all authors who have prepared
manuscript quickly for the publication of this proceedings�

Hideo Hirayama
Yoshihito Namito

Syuichi Ban
Radiation Science Center

KEK� High Energy Accelerator Research Organization
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Numerical calculation of the Goudsmit-Saunderson
multiple scattering angular distribution 2:

Comparison with the small angle approximation

K. Okei† and T. Nakatsuka‡
†Kawasaki Medical School, Kurashiki 701-0192, Japan

‡Okayama Shoka University, Okayama 700-8601, Japan

Abstract
The small angle approximation of the Goudsmit-Saunderson multiple scattering angular dis-

tribution has been studied. It was found that the relative error of the small angle approximation
is less than 1 % for scattering angles less than about 0.03 radian and the approximation would
provide faster computation of the multiple scattering distribution without significant loss of
accuracy.

1 Introduction

The theories of Goudsmit-Saunderson [1, 2] and of Lewis [3] give accurate multiple scattering
distributions of charged particles passing through matter. However in their theories, the multiple
scattering angular distribution fGS(θ) has the form of a Legendre series

fGS(θ) =
1
2π

∞∑
l=0

(l + 1
2) exp

[
− t

λ

{
1 −

∫ π

0
2π sin θf1(θ)Pl(cos θ) dθ

}]
Pl(cos θ), (1)

and its computation can require thousands of terms to converge (here f1 is the single scattering
cross section and t/λ is the mean number of deflections).

Hence, we have been studying methods for accelerating the numerical computation of the
Goudsmit-Saunderson multiple scattering angular distribution. In the seventeenth EGS meeting,
we reported that the convergence of the Legendre series can be accelerated with the transforma-
tion proposed by Yennie, Ravenhall and Wilson [4, 5]. Although the transformation is efficient for
oscillating sequences, it is not effective for high energy particles which are not deflected very much
by Coulomb scattering since Pl(cos θ) remains almost unity up to very large l for θ � 1. On the
other hand, in cases where the small angle approximation is appropriate, the multiple scattering
angular distribution fSA(θ) can be obtained by integration and be computed quicker. Therefore, in
this work, we compare fGS and fSA and evaluate the error due to the small angle approximation.

2 Multiple scattering distribution

In the Goudsmit-Saunderson theory, the multiple scattering angular distribution fGS(θ) after a
path length t is described as

fGS(θ) =
1
2π

∞∑
l=0

(l + 1
2 ) exp

[
− t

λ

{
1 −

∫ π

0
2π sin θf1(θ)Pl(cos θ)dθ

}]
Pl(cos θ)

=
1
2π

∞∑
l=0

(l + 1
2 ) exp

[
− t

λ
{1 − Fl}

]
Pl(cos θ)

=
1
2π

∞∑
l=0

(l + 1
2 ) exp

[
− t

λ
gl

]
Pl(cos θ) (2)
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where λ is the mean free path, f1(θ) is the single scattering angular distribution and Pl are the
Legendre polynomials.

To test the numerical computation, we use the screened Rutherford cross section and f1, Fl can
be written as

2πf1(θ) =
χ2

a(χ2
a + 4)
8

/
4
(

sin2 θ

2
+

χ2
a

4

)2

=
χ2

a(χ2
a + 4)
8

/(
1 − cos θ +

χ2
a

2

)2

(3)

Fl =
χ2

a(χ2
a + 4)
8

1
2

(
χ2

a

4

)−l−2 Γ(l + 1)Γ(l + 2)
Γ(2l + 2) 2F1

(
l + 1, l + 2; 2l + 2;−

(
χ2

a

4

)−1
)

. (4)

Here χa is the screening angle [6, 7, 8] and 2F1 is the hypergeometric function [3]. The Legendre
coefficient Fl calculated from equation (4) is shown in figure 1 for χa = 10−1, 10−2, 10−3 and 10−4

and figure 2 shows the screening angle χa as a function of electron energy for water, iron and lead.
From these figures, it can be seen that Fl � 1 (gl � 0 and exp(− t

λgl) � 1) up to large l for high
energy electrons and many terms are required for the series (2) to converge.
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Figure 1: The Legendre coefficient Fl calculated from equation (4) for χa = 10−1, 10−2, 10−3 and
10−4.
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Figure 2: The screening angle χa as a function of electron energy for water, iron and lead.
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3 Small angle approximation

For small θ, Pl(cos θ) can be approximated by Pl(cos θ) ≈ J0[(l + 1
2)θ] (or

√
θ/ sin θJ0[(l + 1

2 )θ])
and the Euler-Maclaurin formula

∞∑
l=0

f(l + 1
2) =

∫ ∞

0
f(x) dx +

1
24

f ′(0) + · · · (5)

gives the small angle approximation of fGS(θ),

fSA(θ) =
1
2π

√
θ/ sin θ

∫ ∞

0
η exp

[
− t

λ

{
1 −

∫ ∞

0
2πθf1(θ)J0(ηθ) dθ

}]
J0(ηθ) dη (6)

where η = l + 1
2 [6, 3, 8, 9] and equations (3) and (4) respectively reduce to

2πf1(θ) =
2χ2

a

(θ2 + χ2
a)2

(7)∫ ∞

0
2πθf1(θ)J0(ηθ)dθ = ηχaK1(ηχa) (8)

where K1 is the first order modified Bessel function of second kind. Figure 3 shows the absolute
relative difference between ηχaK1(ηχa) and Fl as a function of l for χa = 10−1, 10−2 and 10−3.
The difference is less than one percent for χa < 0.1.
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Figure 3: The absolute relative difference between ηχaK1(ηχa) and Fl as a function of l for χa =
10−1, 10−2 and 10−3.
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4 Comparison of fSA and fGS

In this section, we compare fSA and fGS for several conditions to quantify the accuracy of the
small angle approximation. For the numerical integration of fSA, we used the double exponential
(DE) formula [10, 11, 12] as refs [5, 13]. In the calculation of fGS, we set the maximum number
of iterations to be 3000 and the convergence of the series was determined by requiring that the
contribution of additional term is less than ε = 10−8 of the sum in magnitude for two consecutive
terms. (We observed that the use of ε = 10−6 sometimes resulted in false convergence.)

Figure 4 shows fSA (open circle) and fGS (cross) calculated for t/λ = 1000 and χa = 10−4. In
this case, the RMS angle

√
E(θ2) of the central Gaussian region of the distribution is about 0.01.

(Here E(·) stands for the expectation operator.) The two distributions agree well except for the
region where θ � 1. The relative errors of fSA for

√
E(θ2) ∼ 0.1 (t/λ = 1000 and χa = 10−3) and√

E(θ2) ∼ 0.01 (t/λ = 1000 and χa = 10−4) are shown in figure 5. Figure 6 compares the relative
errors for the same RMS angle

√
E(θ2) ∼ 0.1 but different path lengths and electron energies (i.e.

different t/λ and χa).
These figures show that the relative error of fSA is less than 1 % (10 %) for θ � 0.03 (θ � 0.1)

and the error in the region θ � 0.1 almost depends on θ only.
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Figure 4: The multiple scattering angular distribution fSA (open circle) and fGS (cross) for t/λ =
1000 and χa = 10−4.
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Figure 5: The relative error of fSA for
√

E(θ2) ∼ 0.1 (t/λ = 1000 and χa = 10−3, open circle) and√
E(θ2) ∼ 0.01 (t/λ = 1000 and χa = 10−4, solid circle).
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5 Conclusion

We have studied the small angle approximation of the Goudsmit-Saunderson multiple scattering
angular distribution. It was found that the relative error of the small angle approximation is less
than 1 % for θ � 0.03. Furthermore, fSA can be computed relatively fast by using a sophisticated
numerical integration method, such as DE method. Therefore the small angle approximation
would provide faster computation of the multiple scattering distribution without significant loss of
accuracy.
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EFFECTS OF SCATTERING ON THE
RECONSTRUCTION OF DUAL-ENERGY X-RAY CT

Kenta Tokumoto, Yoichi Yamazaki, Naohiro Toda
Information and Computer Sciences, Aichi Prefectural University

Abstract

We analyze the influence of scattered radiation on the dual energy(DE) method in X-ray
computed tomography(CT) by carrying out a Monte Carlo simulation implemented in EGS5.
In principle, the DE method can extract the energy dependency of the attenuation coefficient of
the object and avoid the effect of beam hardening. However, the effects of scattered radiation
on DE reconstruction have not been investigated thus far. In this study, we show that scattered
radiation may produce large artifacts in the DE reconstructed image when a cone beam geometry
is used.

1 Introduction

X-ray computed tomography (CT) has been enhanced in many ways since its invention in the early
1970s, and today, it is indispensable in medical treatments[1, 2]. Standard medical CT devices
(or scanners) use an X-ray tube that radiates polychromatic X-rays with spectral energy in the
range of 10 to 200 keV. Within this energy range, the linear attenuation coefficients of common
substances decrease with increasing energy. This tendency varies among the substances; hence,
each substance has its own characteristic color. The extraction of this energy-dependent nature
of an object in the reconstruction process may be beneficial to medical diagnoses. Standard CT
devices reconstruct tomographical images under the assumption that polychromatic X-rays can
be approximated by monochromatic X-rays with a single effective energy; hence, these devices
disregard the energy-dependent information about the objects.

Alvarez et al.[3] found that the linear attenuation coefficient of a common substance can be
approximated by the linear combination of the photoelectric effect and Compton scattering. Ac-
cordingly, they proposed the extraction of information on the energy characteristics by carrying out
measurements using two X-ray beams with different spectra. This method is called the dual-energy
(DE) method. The DE method does not require any prior knowledge of the object in the scan
field, and it can be used to estimate the attenuation coefficient of unknown materials. Further, the
images reconstructed by the DE method are, in principle, free from beam-hardening artifacts.

However, the DE method has not been adopted in clinical CT examinations because the in-
fluence of scattered radiation in cone beams has not been investigated thus far. Because of the
growing popularity of cone beam CT, in this paper, we investigate the effects of scattered radiation
on DECT reconstruction using a Monte Carlo simulation implemented in EGS5.

2 Method

2.1 The Dual-Energy Principle

The spatial distribution of the linear attenuation coefficients at an energy ε [keV] in the cross section
of the object can be written as a function of these variables, namely µ(x, ε). Here, x denotes a
position vector in a three-dimensional objective space. At a scanning position τ , the measured
intensity of the X-rays that have passed directly through the object is modeled as

Im(τ) =

∫ εℓ

εℓ

Ie(τ, ε) exp
(
− s(τ, ε)

)
dε, (1)
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where εℓ (> 0) and εu (> εℓ) are the minimum and maximum energies, respectively. Ie(τ, ε) is a
positive bounded function that denotes the intensity of the emitted X-rays, including the effects of
filters and the energy dependency of detectors. s(τ, ε) is a projection that is given by a line integral

s(τ, ε) =

∫
Lτ

µ(x, ε)dℓ, (2)

where Lτ denotes a projection line whose ends lie at the X-ray source and the detector at a scanning
position τ .

The reconstruction problem of CT is to determine µ(x, ε) from a given set of measured Im(τ).
(1) and (2) result in a nonlinear integral equation, which is solved by standard CT devices via brute
force, i.e., by assuming that polychromatic X-rays can be approximated by monochromatic X-rays
with an effective energy. However, this assumption not only ignores the energy-dependent infor-
mation about the objects but also produces beam-hardening artifacts. Therefore, the extraction of
energy-dependent information requires a different strategy.

Alvarez et al.[3] found that the energy-dependent linear attenuation coefficient µ(ε) of common
substances can be expressed by a linear combination of two components,

µ(x, ε) = a1(x)X1(ε) + a2(x)X2(ε), (3)

whereX1(ε) andX2(ε) are basis functions representing the energy dependencies. If they are linearly
independent of each other, an arbitrary function pair can be adopted. In this study, the functions
of cross section of the photoelectric effect and Compton scattering are used as the basis function
pair. Conventional CT is treated as a special case of (3) by imposing a restriction X1(ε) = 1.0 and
a2(x) = 0. Here, X1(ε) is assigned to the photoelectric effect as

X1(ε) =
1

ε3
, (4)

and X2(ε) is assigned to Compton scattering according to the Klein-Nishina function as

X2(ε) =
1 + α

α2

(
2(1 + α)

1 + 2α
− 1

α
log(1 + 2α)

)
+

1

2α
log(1 + 2α)− 1 + 3α

(1 + 2α)2
, (5)

where α =
ε

510.975
[keV]. a1(x) denotes the pointwise coefficient of the photoelectric effect and

a2(x) denotes that of Compton scattering. Alvarez et al.[3] showed that an adequate fitting tech-
nique can reduce the errors inherent in the approximation of (3) to less than 1%. This method is
called the dual-energy (DE) method.

Substituting (3) into (2) yields

s(τ, ε) =

∫
Lτ

(a1(x)X1(ε) + a2(x)X2(ε))dℓ

= sa1(τ)X1(ε) + sa2(τ)X2(ε), (6)

where sa1(τ) and sa2(τ) are the projections of the components given by

sa1(τ) =

∫
Lτ

a1(x)dℓ and sa2(τ) =

∫
Lτ

a2(x)dℓ. (7)

Using sa1 and sa2 , the measured intensity of the X-rays (1) becomes

Im(τ) =

∫ εu

εℓ

Ie(τ, ε) exp (− sa1(τ)X1(ε)− sa2(τ)X2(ε))dε.

=

∫ εu

εℓ

Ie(τ, ε) exp (− s(τ, ε))dε. (8)
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The unknown parameters in (8) are sa1 and sa2 ; hence, we cannot solve it using data from a single
measurement. However, by carrying out two measurements using X-rays with differing spectra,
1Ie(τ, ε) and

2Ie(τ, ε), we get
1Im(τ) =

∫ εu

εℓ

1Ie(τ, ε) exp (− s(τ, ε))dε

2Im(τ) =

∫ εu

εℓ

2Ie(τ, ε) exp (− s(τ, ε))dε,

(9)

which is a simultaneous nonlinear equation. In principle, (9) can be solved numerically using iter-
ative methods such as the Newton-Raphson method. In practice, however, the measured includes
the quantum noise because of the limited amount of photons.

Here, we do not employ (9), but an alternative algorithm[4] that is based on the maximum
likelihood, which exhibits good statistical stability. In this algorithm, the I-Divergence

I =
∑
τ∈T

∫ εu

εℓ

(
p(τ, ε) log

p(τ, ε)

q(τ, ε)
− p(τ, ε) + p(τ, ε)

)
dε (10)

is minimized as a cost function, where T denotes the set of scanning positions. p and q are
determined alternatively using the equations

q(τ, ε) = Ie(τ, ε) exp

− 2∑
i=1

∑
x∈L(τ)

ai(x)ξ(τ,x)Xi(ε)

 (11)

p(τ, ε) = q(τ, ε)
Im(τ)∫ εu

εℓ

q(τ, ε)dε
, (12)

where ξ(τ,x) is a weighting function that indicates the length of the beam line inside the pixel.
(11) and (12) are derived from a Poisson random variable.

The values of the combination coefficients are updated by

a
(k+1)
i (x) = a

(k)
i (x)− 1

Bi(x)
log

(
b̃i(x)

b̂i(x)

)
, (13)

where b̃i(x) and b̂i(x) are given by

b̃i(x) =
∑
τ∈T

∫ εu

εℓ

Xi(ε)ξ(τ,x)p(τ, ε)dε (14)

b̂i(x) =
∑
τ∈T

∫ εu

εℓ

Xi(ε)ξ(τ,x)q(τ, ε)dε. (15)

Once the values of the combination coefficients ai are determined by (13), µ(x, ε) in (3) is
obtained. Therefore, we can obtain the reconstructed tomographic image at an arbitrary energy.

2.2 Evaluation of Scattering using Monte Carlo Simulation

Because the algorithm mentioned in the previous section includes a model for statistical fluctuation
of intensity, it exhibits good performance when few photons are detected. However, scattering is
ignored in the algorithm.

In general, the number of scattered photons increases with increasing width of the X-ray beam.
Recently, CT devices have been witnessing a transition from fan beam methods to cone beam
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methods. Consequently, even if a new algorithm is employed, the existence of scattered radiation
may hinder good DE reconstruction in cone beam CT. In order to determine this effect beforehand,
we have to solve a radiative transport equation. In this study, we carry out a Monte Carlo simulation
implemented in EGS5.

We set the geometry as shown in Figure 1. A virtual third-generation CT device is constructed.
An X-ray tube and detectors are arranged such that they face each other, and they rotate around
the iso-center simultaneously. The distance between the X-ray focus and the iso-center is 42[cm],
which is equal to the distance between the detectors and the iso-center. The tube voltage is set
to 140[kVp], and we extract two different spectrum-type X-ray beams by placing two absorption
filters in front of the X-ray tube. One filter consists of a 1[mm]-thick layer of copper, and the other
filter consists of 2[cm]-thick layer of aluminum and a 1[mm]-thick layer of copper. The spectra
are shown in Figure 2. The X-ray tube radiates a cone beam whose fan angle and cone angle are
35[deg] and 5[deg], respectively, as shown in Figure 1. 512 NaI detectors are arranged along an arc
of 35[deg] at equal intervals.

NaI Detector

      (512)

Phantom
42 [cm]

35 [deg]

5 [deg]

Figure 1: Geometry

The prepared phantom shown in Figure 3 is a sphere having a diameter of 24[cm]. The
PMMA(acrylic) spherical shell that forms the outermost part of the phantom has a thickness
of 2[cm], and the inside of the shell is filled with water. The ellipsoids having a major axis length of
4[cm] and spheres having a diameter of 2[cm] are composed of bone tissue, and they are arranged
in the water.

The intensities of the X-ray projections are detected at every 1[deg]-rotation over a complete
360[deg] scan. For DE reconstruction, this scan is performed once for each X-ray spectrum. The
number of photons that pass through an NaI detector is set to 107. We carry out a Monte Carlo
simulation implemented in EGS5 on a parallel computer having 256 CPUs.

3 Results

3.1 Reconstructed Tomographic Image

In order to emphasize the influence of scattering, we prepare two sets of projection data: one
includes scattered radiation, whereas the other does not. For each data set, tomographic images
are reconstructed using conventional CT and the DE method.
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Figure 2: X-ray spectra

Figure 3: Component of phantom

Figure 4 shows the images at 87[keV] reconstructed by conventional CT (a) without scattering
and (b) with scattering. Figure 5 shows the images also at 87[keV] reconstructed by the DE method
(a) without scattering and (b) with scattering. In the case without scattering, few artifacts are
recognized in the image(Figure 5(a)) reconstructed by the DE method, whereas artifacts appear
around the center of the image (Figure 4(a)) reconstructed by conventional CT. We believe that
these artifacts are beam-hardening artifacts. However, as shown in Figure 4(b) and Figure 5(b), in
the case with scattered radiation, artifacts occur in both conventional CT and the DE method. In
particular, the quality of reconstruction in the DE method is significantly influenced by scattering.

3.2 ErrorAnalysis

We evaluate the quality of the reconstructed images quantitatively. The root-mean-square error of
tissue k (k ∈ Ts = {water, bone, PMMA})

Ek(ε) =

√√√√ 1

Nk

∑
x∈Rk

(
µ∗
k(ε)− µ̂(x, ε)

)2

(16)
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(a) without scattering (b) with scattering

Figure 4: Images reconstructed by conventional CT

(a) without scattering (b) with scattering

Figure 5: Images reconstructed by the DE method

and the error of the whole image

Ewhole(ε) =

√√√√√√ 1∑
k∈Ts

Nk

∑
k∈Ts

NkE
2
k(ε)

 (17)

are employed as quality criteria, where, µ∗
k(ε) denotes the true attenuation coefficient of tissue

k, µ̂(x, ε) denotes the estimated attenuation coefficient at position x, Rk denotes the region where
the tissue k exists, except for the boundary, and Nk denotes the number of pixels in the region Rk.

Figure 6 shows these errors as functions of energy ε. Figure 6(a) shows the error of the whole
image, given by equation(17), with and without scattering. Figure 6(b), (c), and (d) show the
errors of the specific tissues, Ewater(ε), Ebone(ε), and EPMMA(ε), respectively. From these figures,
it is seen that the error increases when scattering exists.
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Figure 6: Root-mean-square errors of reconstructed images

3.3 Distributions of combination coefficients

We evaluate these reconstructions from the viewpoint of tissue characterization. In tissue char-
acterization, a feature space is clustered. Because every substance has its own inherent position
in the two-dimensional space(plain) of combination coefficients (a1, a2) of the basis functions, we
assume that the feature space is selected to be this plain. In general, the estimated coefficients are
distributed around the inherent position owing to the quantum noise or various types of artifacts.
Smaller bias and variance in these distributions yield high clustering performance.

Figure 7 shows the distributions of the estimated combination coefficients; (a), (b), and (c)
correspond to the regions Rwater, Rbone and RPMMA, respectively. The bold dots denote estimated
combination coefficients in, the case without scattering, and the crosses denote the case with
scattering.

In all the cases, it is found that the scattered radiation causes a large bias in the distribution.
As mentioned above, this means that the presence of scattered radiation makes clustering difficult.
Therefore, a method is required to eliminate the effect of scattering.
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Figure 7: Distributions of coefficients

4 Conclusion

We analyzed the influence of scattered radiation on the DE method by carrying out a Monte Carlo
simulation implemented in EGS5. The following problems were identified: (1) Scattered radiation
produces large artifacts and errors in the reconstructed image. (2) In the presence of scattered
radiation, large biases arise in estimating the combination coefficients of basis functions of energy
dependency. Therefore, a method is required to overcome such problems caused by scattered
radiation.
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Abstract 
In dual energy computed tomography (DECT), computed tomography dose index (CTDI) is measured using same method as the 
measurement method of Single Energy CT (SECT) and used as reference of human dose. The purpose of this study is to calculate the 
CTDI and human dose in SECT and DECT using Monte Carlo simulation and to make comparison between the two 
relationships. The CTDI was calculated using cylindrical PMMA phantom (equivalent to the phantom for CTDI measurement) 
and human dose was calculated using cylindrical water phantom (equivalent to the human body) in the simulation. As a result, 
the relationship between the CTDI and the human dose in DECT was slightly different to that of SECT, and that the human 
dose in DECT was overestimated by 4.5%. 
 

1.  Introduction 
 

      Recently, dual energy computed tomography (DECT) is widely used in clinical practice. Single energy CT 
(SECT) uses single X-ray tube voltage (typically at 120 kV). DECT uses low and high x-ray tube voltages (typically at 
80 and 140 kV, respectively). At present, computed tomography dose index (CTDI) for DECT is measured using same 
method as the measurement method of SECT and used as reference of human dose. It was thought that if the relationship 
between CTDI and human dose in DECT is different from that in SECT, human dose estimated by CTDI measured by 
traditional method is inadequate. The purpose of this study is to calculate CTDI and human dose in SECT and DECT 
using Monte Carlo simulation and to make comparison between those two relationships. 
 

2.  Materials and Methods 
 
2.1 Overview 
      In this study, all simulations were performed using the Electron Gamma Shower ver.5 (EGS5) which is one of the 
Monte Carlo codes. In the simulation, we used geometric condition of a non-helical x-ray CT unit TCT-300 (Toshiba 
Medical Systems, Tochigi, JAPAN). 
 
2.2 Simulation Geometry 
      Figure 1 shows simulation geometry. The x-ray fan beam angle was 38 degree and the slice thickness was 1cm. 
The source-isocenter distance was 60cm. The x-ray tube was rotated 360 degrees around the phantom at intervals of 1 
degree. The x-ray tube voltages were 80kV, 120kV and 140kV. 120kV applied for SECT. 80kV and 140kV applied for 
DECT. Three incident energy spectra were calculated using Tucker’s formula [1]. For fair comparison between SECT 
and DECT, each spectrum was calculated using same inherent filtration (=11.72 mmAl). In DECT, dose allocation 
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between 80kV and 140kV were must be decided. We thought that the photon number of 80kV and that of 140kV 
reaching CT detectors must be same to make good dual energy image. To equalize the photon number of 80kV and that 
of 140kV reaching CT detectors, the dose allocation was calculated using Monte Carlo simulation. As a result of the 
simulation, the dose allocation was 80kV:140kV=69.4%:30.6%. 
      Figure 2 shows phantom geometry. In the simulation, two cylindrical phantoms (32 cm in diameter and 15 cm 
thick) were used. One of these phantoms was made from polymethylmethacrylate (PMMA). PMMA phantom is 
equivalent to the phantom for CTDI measurement. There were five holes at center and peripheral (0°,90°,180°,270°) 
position in the PMMA phantom for CTDI measurement. Four peripheral holes were positioned at 1cm depths from the 
phantom surface. The four holes except for the hole as measurement region were filled by PMMA rods. Another 
phantom was made from water. We assumed that water phantom is equivalent to human body. 
 
2.3 Calculation of absorbed dose 
      In the simulation, evaluation regions of two phantoms were 10cm long center hole and same long peripheral hole 
along the phantom axis. Imparted energy in the evaluation regions were deposited in unites of MeV in EGS5. Therefore, 
absorbed dose converted from imparted energy by 
 

 
 

 
where D (in Gy) was the absorbed dose. E (in MeV) was imparted energy which acquired in the simulation. V (in m3) 
was the volume of measurement region. ρ was the density of water (in 1000 kg/ m3) or air (in 1.293 kg/ m3). 
 
2.4 Validation the difference of relationship between CTDI and human dose between SECT and DECT 

To calculate the relationship between CTDI and human dose, the absorbed dose ratio (Rad) was defined as 
 

 
 

 
where DW was absorbed dose in WATER phantom. DP was absorbed dose in PMMA phantom. Rad was calculated at five 
(center and four peripheral) positions for SECT and DECT, respectively. Human dose can be estimated by multiplying 
CTDI by Rad. 
 

3.  Results 
 

Figure 3 shows the comparison of Rad between SECT and DECT at each position. In the center position, the Rad 
of SECT (=1.414) was higher than one of DECT (=1.351). In the peripheral position, averages of Rad for both CT were 
about the same (SECT’s Rad=1.367 DECT’s Rad=1.371).  

We also investigated changes of Rad due to varying the dose allocation of 80kV and 140kV for DECT. The dose 
allocation varied from 80kV:140kV=59.4%:40.6% to 80kV:140kV=79.4%:20.6% at intervals of 5%. Figure 4 (a) shows 
the changes of Rad in the center position of the phantom. As the dose of 80kV increased, Rad decreased from 1.362 to 
1.331. Figure 4 (b) shows the changes of Rad in the peripheral position of the phantom. As the dose of 80kV increased, 
Rad increased slightly from 1.356 to 1.377. 
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4. Discussion 
 
The results show that Rad between SECT and DECT was slightly different in the center position of the cylindrical 

phantom. The Rad of SECT (=1.414) was higher than that of DECT (=1.351). When human dose were estimated from 
Rad of SECT, human dose in DECT was overestimated by 4.5%. 

The results also show that the changes of Rad in the center position of the cylindrical phantom were decreased 
with the dose of 80kV increased. In order to discuss the reason of this result, additional simulations were performed with 
variation of the incident x-ray tube energy every 10kV from 80kV to 140kV. The spectrum for each tube voltage was 
calculated using Tucker’s formula [1] and using same inherent filtration (=11.72 mmAl). For more detailed discussion, 
the absorption dose was divided primary x-ray component and scattering x-ray component. The changes of absorbed 
dose in the water phantom are shown in figure 5 (a) and in the PMMA phantom are shown in figure 5 (b). In the both 
phantoms, total absorbed dose was increased with an increase in the tube voltage and the scattering x-ray component 
contributed largely to the increase in absorbed dose. But the increasing range of the total absorption dose differed 
between water phantom and PMMA phantom. In the water phantom, the total absorbed dose varied from 3.29 (100%) to 
4.74 (144%). As for the PMMA phantom, the total absorbed dose varied from 2.46 (100%) to 3.30 (134%). Thus, the 
changes of Rad in Figure 4 (a) were caused by difference of the increasing range of absorbed dose from scatter x-ray 
component between water and PMMA phantom with an increase in the tube voltage. 
 

5.  Conclusions  

 
In this study, we calculated the relationship between CTDI and human dose for SECT and DECT using Monte 

Carlo simulation and made comparison between the two relationships. As a result, the relationship of DECT was slightly 
different to the one of SECT. This study shows that human dose in DECT was overestimated by 4.5% when human dose 
were estimated from traditional CTDI evaluation method. 
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Figure 1.  Simulation geometry 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Phantom geometry: In PMMA phantom, the four holes except for measurement region were filled for  
PMMA. 

 
 

 
Figure 3.  Comparison of Rad between SECT and DECT at each position in phantom 
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Figure 4.   Changes of Rad by a variance of dose allocation. (a) At center position in the phantom. (b) At peripheral  

position in the phantom. 
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Figure 5.   Changes of absorbed dose of the center of the phantom caused by variation of tube voltage. 
(a) Water phantom. (b) PMMA phantom. 
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Abstract

The β ray responses for plastic scintillators have been studied by a combination of particle
transport and optical transport calculations. The detector output corresponding to the deposit
energy contains the light collection efficiency that depends on the scintillation point due to
the geometrical shape. Additionally, the scintillation point changes along the particle tracks
in the scintillator. We considered the positional dependency of the light collection efficiency
within the particle transport calculation. We confirmed the validity of our present method with
experimental measurements, and the simulation results reproduced measured detector responses.

1 Introduction

Plastic scintillators are widely used for β ray measurements, and their light output responses have
been studied well [1]. However, the spectrums and absolute responses are difficult to estimate
especially for large or light guide mounted ones, due to the complexity of the optical transport of
scintillation lights.

Generally, the output charge of scintillators QTot for an incident source particle is described

QTot = ∆E × ǫ × Foptical × fQ × G × e, (1)

where ∆E is the deposit energy to the scintillator, ǫ is the scintillation efficiency defined as the
light production from the deposit energy, Foptical is the light collection efficiency defined as the ratio
of scintillation lights that enter the PMT (Photomultiplier tube) photo cathode to the produced
scintillation lights, fQ is the quantum efficiency of the PMT photo cathode, G is the PMT gain,
and e is the elementary charge.

If there is no light attenuation inside the detector, or the light attenuation stays constant for
any scintillation points, the detector output is proportional to the deposit energy. However, the
light attenuation for each optical path is different, since the total path length and number of
reflections are different for each optical path. Therefore, considering the positional dependency of
the scintillation light collection is important for scintillator design, especially for a large scintillator.
Several ways have been developed to evaluate scintillation light collection. Absolute scintillation
photon yield and energy resolution for γ ray spectroscopy using NaI(Tl) scintillators has been
studied [2], and scintillation light collection for cosmic ray muon measurement using large plastic
scintillation fibers has also been studied [3]. In the present work, we developed a combined method
of particle and optical transport calculation to analyze the β ray responses for plastic scintillators.

2 Combination of particle transport and optical transport calcu-

lations

A simplified model of the optical transport procedure for scintillators with light guide is illustrated
in Fig. 1. The number of scintillation lights produced in the microscopic region is proportional to
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the deposit energies in the microscopic region:

n = ∆E × ǫ, (2)

where ∆E is the deposit energies in the microscopic region and ǫ is the scintillation efficiency. Then
the number of scintillation lights that enter the PMT photo cathode becomes

n′ = ∆E × ǫ × Foptical, (3)

where Foptical is the light collection efficiency defined by Eq. 1.
The light collection efficiency depends on the light attenuation among the optical paths from

the scintillation point to the PMT photo cathode. Two explanations are considered for the light
attenuation: (1) self absorption (2) and leaks. The average optical path length and the average
number of reflections are the same for identical scintillation points. However, since the scintillation
points change along the incident electron track, the optical path length and the number of reflec-
tions depend on their geometrical situations. This effect is a strong contributor to the positional
dependency for light collection efficiency.

Figure 1: Simplified model of optical transport procedure for scintillators.

The reflective characteristic is also crucial for light collection efficiency. In most cases, the re-
flecting surfaces are considered specular or perfect diffusion. With a specular surface, the reflections
resemble mirrors where the incidence and reflection angles are equal. On the other hand, with a
diffuse surface, the reflection angles are independent of the incidence angle and follow Lambert’s
cosine law:

dI

dθ
∝ cos θ, (4)

where I is the intensity of the reflected light and theta is the angle of the reflection with respect
to normal reflection.

In standard EGS calculations, the deposit energy for an incident particle is expressed as a sum
of the deposit energies for the microscopic regions with the particle tracks. However, the measured
value corresponding to the deposit energy contains the positional dependency of the light collection
efficiency discussed above. Therefore, the light collection efficiency is considered the weight for the
deposit energies in the microscopic region:

M =
∑

∆E × ǫ × Foptical, (5)
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where ∆E is the deposit energy on the microscopic region, Foptical is the light collection efficiency
at the scintillation point that depends on the detector shape and such reflective characteristics of
each component as light guide, reflection paint, and optical cement.

The calculation procedure of the present method is illustrated in Fig. 2. First, we calculated
the light collection efficiency on the grid of the XYZ mesh that covers the whole detector region
using optical design software called ZEMAX R© [4] with a non-sequential mode. The scintillation
points change along with particle tracks ware calculated by EGS code, and the exact value of
light collection efficiency corresponds to each scintillation point was calculated with interpolation
techniques known as a tri-linear techniques and an inversed distance weighted techniques. In the
present work, we have used 3 as a power parameter for the inversed distance weighted techniques.

Figure 2: Calculation procedure of present method.

3 Results and discussion

To verify the optical transport calculation, we measured the positional dependence of the light
correction efficiency. The experimental setup is illustrated in Fig. 3. The detector consists of a
polyvinyl toluene-based plastic scintillator, a light guide, and a PMT. The plastic scintillator has a
100-mm diameter and is 1-mm thick. A light guide made of an ultraviolet transmissive type acrylic
resin is tapered to a 46-mm diameter to match the size of the Hamamatsu R1847 photomultiplier
tube. The reflective characteristics for the detector surface are shown in Table 1. To restrict the
irradiation spots, we used a 1-mm diameter collimator, since in EGS5 analysis, the irradiation spots
on the scintillator surface are restricted to less than a 2-mm diameter. The 90Sr source, which was
placed in the collimator, is a JRIA 301 type sealed radioactive source.

Figure 3: Experimental setup for verifying optical transport calculation.
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Table 1: Reflective characteristics of detector surfacess

Surface Material Reflective characteristic

scinitllator surface aluminum mylar foil specular reflection
light guide titanium-dioxide paint diffuse reflection

The electrons from the 90Sr β source pass through a 1-mm thick plastic scintillator, since the
range of the 90Sr−90Y β ray (average energy is around 1 MeV) exceeds 1 mm. Then the deposit
energy remains constant around 200 keV, which does not depend on the irradiation position. From
Eq. 1, the detector output is proportional to the light correction efficiency, since ∆E is constant.
This means the detector output is proportional to the light correction efficiency.

Figure 4 compares the measured positional dependence of the light collection and calculated
efficiencies. The horizontal axis corresponds to the scintillation point, which is equivalent to irradi-
ation position expressed as the distance from the scintillator center. The vertical axis corresponds
to the light collection efficiency expressed as a ratio to the scintillator center position. The dot
corresponds to the measured data, and the solid line corresponds to the optical transport calcula-
tion with diffuse reflection on the light guide. The dashed line corresponds to the optical transport
calculation with a specular reflection surface on the light guide.

The measured light collection efficiencies decrease with the distance from the scintillator center
to the irradiation position, due to the increasing of number of reflections and the optical path
length. The positional dependency of the experimental light collection efficiencies is reproduced
by the optical transport calculation with diffuse reflection. From the comparison between the two
calculations, ZEMAX R© can reproduce the difference of the reflective characteristics.
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Figure 4: Comparison between measured positional dependence of light collection efficiencies.

Comparisons between the measured β ray spectra and the calculated ones for 90Sr, 204Tl, and
137Cs are shown in Figs 5, 6, and 7, where the horizontal axis corresponds to the deposited energy to
the scintillator, and the vertical axis corresponds to the β ray response from the plastic scintillator.
The dots correspond to the measured data, the solid line corresponds to the calculation results
with the combination method, and the dashed line corresponds to the calculation result without
the combination method (only EGS). In the calculation, we considered the configuration of the
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radioactive source, and the emitted electron energy spectrum from the radioactive nucleus was
calculated by the approximation method [5].

In both cases, the spectrums with light collection efficiency were compressed to lower energy.
This result reflected the positional dependence of the light collection efficiency shown in Fig. 4.
The calculation results with the light collection efficiency were closer to the measured ones than
without light collection efficiency, especially at the conversion electron peak of 137Cs. Therefore
the calculation results with light collection efficiency reproduced measured detector responses.

However, there are several differences between measured energy spectrums and calculated ones
for both cases. This is considered as uncertainty of β energy spectrums. In the calculation, the
exact thickness of thin aluminum window on radioactive source exit is not applied, since the window
thickness is specified in the 1 to 5 mg/cm2 range. Then the incident β energy spectrum is different
between measurements and calculations.
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Figure 5: Comparison between measured ray spectra and calculated ones for 90Sr source.
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Figure 6: Comparison between measured spectra and calculated ones for 204Tl source.
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Figure 7: Comparison between measured ray spectra and calculated ones for 137Cs source.

4 Conclusions

The β ray responses for a plastic scintillator were analyzed by a combination of particle and
optical transport calculations. A comparison between the measurements and simulations showed
the following good agreement:

(1) The results of the optical transport calculation reproduced the measured positional depen-
dency of the light collection efficiency.

(2) The calculation results with light collection efficiency quantitatively reproduced measured
detector responses.

In the results, we have established the combined method of particle and optical transport
calculation to analyze the β ray responses for large plastic scintillators which have a positional
dependency of light collection efficiencies.

The present method will help analyze scintillator responses not only for plastic scintillators but
also other inorganic scintillators with complicated light paths.
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Abstract 

For internal exposure monitoring, in vivo counters, such as whole-body counters, are sometimes used for direct measurements 

of radionuclides in human bodies prior dose assessment. We are developing sealed sheet sources for calibration of whole-body 

counters. Calibration coefficients for a set of the sheet sources (hereafter referred as a sheet phantom) were evaluated by Monte 

Carlo simulation and compared with those for the BOMAB phantom, the most commonly used bulk phantom for calibration of 

whole-body counters.  The result demonstrated that the differences of them between the two phantoms were negligibly small 

and therefore that a sheet phantom can be used for calibration of whole-body counters as a surrogate of a bulk phantom with 

sufficiently good accuracy.  

 

1.  Introduction 

 

      For internal exposure monitoring, in vivo counters, such as whole-body counters, are sometimes used for direct 

measurement of radionuclides in human bodies prior dose assessment.  Simplified physical bulk phantoms are 

sometimes used for calibration of whole-body counters.[1,2]  But application of bulk phantoms has some problems: 

-the shape and the size are not the same to those of a real human subject, 

-only the homogeneous distribution of radionuclides is available, 

-it is not easy to replace the radionuclides with the other radionuclides, 

-the radioactive solution is likely to leak and contaminate the detection system. 

In order to solve these problems, we are developing sealed sheet sources for calibration of whole-body counters.  Sealed 

sheet sources are prepared by mixing radioactive solution with ink of an inkjet printer, printing an image of a section of 

human body on a sheet of paper with an inkjet printer and sealing it up with lamination films.  The method to prepare 

the sources was reported elsewhere.[3]  In the present study calibration coefficients for a set of the sheet sources 

(hereafter referred as a sheet phantom) were evaluated by Monte Carlo simulation and compared with those for the 

BOMAB (Bottle Mannequin Absorber) phantom, the most commonly used bulk phantom for calibration of whole-body 

counters. 

 

2.  Materials and Methods 

 

2.1 Calculation geometry 

       

      The phantom was composed of two regions of thorax and abdomen.  They are both elliptic cylinders: the former 
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14.4cm

7.62cm

0.24cm

0.2cmNaI

Air

Al

Lead

0.05cm

5cm

7.62cm

region has a major axis 30cm, the minor axis 20cm, 40cm height, and the later has a major axis 36cm, a minor axis 20cm, 

height 20cm. The shell of each elliptic cylinder was made of 0.48cm thick polyethylene wall. The material filled in the 

phantom regions was water.[4] 

      The detector was composed of 7.62cm diameter × 7.62cm in length NaI crystal, covered with air of 0.24cm 

thick and aluminum of 0.05cm thick.  In order to reduce the influence of surrounding natural radiation and scattered 

radiation by the outermost circumference, it was covered with lead shields of 5cm in thickness. 

  

 

 

 

(a)                                     (b) 

 

Figure 1.  Calculation geometry:  

        (a) Simplified physical bulk phantom and (b) NaI detector 

 

Table 1.  Simplified physical bulk phantom dimension 

Region Dimension a (cm) Dimension b (cm) Height (cm) Fill vol. (cc)

Thorax 20 30 40 17000

Abdomen 20 36 20 10000  

 

2.2 Alignment of radioactive source 

      Alignment of radioactive source had two types.  For a volume source, radioactive source was homogeneously 

distributed in the phantom.  Sheet sources were inserted in the elliptic cylinders parallel to the plane of the bottom of 

the cylinder with a fixed interval between them.  The total numbers of histories were set to be the same to each other 

between the two source alignments (the statistical uncertainty <3%).  The number of histories in each region was 

calculated by dividing the total number of histories by the volume ratio between them.  The number of histories per 

sheet was calculated by dividing the number of histories in each region by the seat number.  

  

Table 2.  Sheet source parameter: (a) the number of histories and (b) the position of each sheet source 

(a)                                                          (b) 

  

 

 

 

 

 

 

 

Region Fill vol. (cc) total histories histories per region histories per sheet

Thorax 17000 51000000 3187500

Abdomen 10000 30000000 3750000
81000000

seat number Thorax (cm) Abdomen (cm)

1 -1.25 1.25

2 -3.75 3.75

3 -6.25 6.25

4 -8.75 8.75

5 -11.25 11.25

6 -13.75 13.75

7 -16.25 16.25

8 -18.75 18.75

9 21.25

10 23.75

11 26.25

12 28.75

13 31.25

14 33.75

15 36.25

16 38.75

40cm

20cm
0.48cm

Thorax

Abdomen
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2.3 Monte Carlo simulation 

      In the present study, Electron Gamma Shower 5 (EGS5) was used as a Monte Carlo code.  Energy spectrum 

inside a detector was calculated by simulation.  The number of 662keV photons which imitated γ-rays from Cs-137 

(from Ba-137m, in reality) was accumulated.  Counting efficiency was calculated by dividing the accumulated number 

of 662keV photons by the total number of histories.  Counting efficiency was calculated both for the volume source and 

the sheet sources.  The detector was fixed at the height of 20cm from the bottom of the abdomen that corresponds to the 

boundary between the thorax and the abdomen.  Detector-phantom surface distance was determined as 0cm, 2cm, 4cm, 

6cm and 10cm. 

 

2.3 Comparison with Visual Monte Carlo in-vivo 

      Visual Monte Carlo in-vivo (VMC in-vivo) was made by IRD (Institute of Radiation Dosimetry).  VMC in-vivo 

simulates mathematically the geometry of whole body counter systems, transports photons through this geometry, and 

finally simulates the detection of the photons.  VMC in-vivo then calculates the calibration coefficient in Bq/cps for the 

chosen radionuclide, photon, detector type and detector position.  VMC in-vivo also simulates the spectrum as would be 

obtained by a multi channel analyzer. The program has been extensively validated using comparisons of results of 

physical phantom with known activities of radionuclides, and also through international intercomparisons.  VMC 

in-vivo has many phantom types.  Among them ANSI BOMAB phantom was chosen to compare with EGS5 in the 

present study.  The detector was the same to that used for the simulation with EGS5.   Detector-phantom surface 

distance to be compared was 2cm only. 

 

3.  Results and Discussion 

 

3.1 Comparison of the volume source and the sheet sources 

      Figure 2(a) shows the result for the comparison of the counting efficiencies between the volume source and the 

sheet sources.  Both results agreed very well.  The difference was about 1% at maximum when the detector-phantom 

surface distance was 6cm.  

Figure 2(b) shows the spectrum of energy deposited inside the detector.  A total absorption peak was observed at 

663ch.  Moreover, escape peak of iodine, Compton edge, a backscattered peak and the absorption peak of characteristic 

X-rays of lead were observed at 634ch, 470ch, 180ch and 75ch/85ch, respectively.  We considered that these peaks will 

not be observed in an actual detector because of its limited energy resolution.  
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(a)                                            (b) 

 

Figure 2.  Comparison of the volume source and the sheet sources: 

                          (a) Comparison of the counting efficiency  

                          (b) Energy spectrum inside a detector  

(detector-phantom surface distance was 2cm at a seat sources) 
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3.2 Comparison of EGS5 and Visual Monte Carlo in-vivo 

      Figure 3 shows the results obtained from the simulation with EGS5 nad from that with VMC in-vivo.  The 

counting efficiencies from the EGS5 simulation were 1.3 times larger than that from VMC in-vivo.  Since VMC 

in-vivo was made by unanalyzable code, the difference between was not analyzed at the moment. 
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Figure 3.  Comparison of the result for EGS5 and VMC in-vivo simulations 

 

 

4. Conclusion 

 

The present result showed that there was no significant difference in counting efficiencies between the volume 

source and the sheet sources and therefore that sheet phantom will be used for calibration of whole-body counters as a 

surrogate of bulk phantom with sufficiently good accuracy.  As the next step we will examine how counting efficiency 

changes depending on the arrangement of sheet sources and on the energy of γ-rays and also we think it necessary to 

advance the study further in order to demonstrate more the usefulness of sealed sheet sources by carrying out simulations 

for inhomogeneous distribution of sources in the phantom. 
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Abstract 

To assess thyroid doses due to intakes of radioiodine in a nuclear accident, it is necessary to evaluate specific absorbed 
fractions (SAFs) for thyroids in advance.  In the present study, the ICRP/ICRU voxel phantoms were applied to 
evaluating SAFs for both photons and electrons in thyroids.  The sources were assumed to be monoenergetic in the 
energy range from 10 keV to 10 MeV.  The radiation transport was simulated using the Monte Carlo code EGS4 in 
conjunction with an EGS4 user code, UCSAF.  Consequently, it was confirmed that cross-irradiation SAFs evaluated in 
the present study agreed well with those evaluated by the task group on dose calculations of ICRP Committee 2, except 
for electrons with low energies.  The cross-irradiation SAF evaluations were found to be subject to the treatment of 
bremsstrahlung photons and the set cutoff energies in the radiation transport.  The self-irradiation SAFs evaluations for 
photons and electrons in thyroids will be useful to evaluate the equivalent doses to the thyroid. 
 

1.  Introduction 
A Level 3 probabilistic safety assessment (PSA) can be useful for providing a quantitative basis on discussing the 

effective emergency plan for nuclear facilities.  The OSCAAR (Off-site Consequence Analysis code for Atmospheric 

Release in Reactor Accident) has been developed as a Level 3 PSA code at the Japan Atomic Energy Research Institute 

(JAERI, formerly JAEA) [1].  In the OSCAAR, the data on the downwind transport, airborne dispersion and ground 

deposition of radioactive materials for all sampled weather conditions, and the radiation doses from all relevant pathways 

such as cloudshine, groundshine and inhalation are calculated.  The off-site consequence of a severe reactor accident in 

which a plume of radioactive materials is released to the atmosphere can be evaluated.  At the Japan Atomic Energy 

Agency, dose assessment methods in applying the 2007 Recommendations of the International Commission on 

Radiological Protection (ICRP) are developed to improve the OSCAAR.   

In the 2007 Recommendations of ICRP, the ICRP adopted the computational models for forthcoming updates of 

organ dose coefficients for both internal and external radiation sources [2].  The ICRP and the International 

Commission on Radiation Units and Measurements (ICRU) have developed reference computational models i.e. 

ICRP/ICRU voxel phantoms of the Reference Male and Reference Female for calculations of the protection quantities, 

such as specific absorbed fractions (SAFs) - the fraction of energy emitted as a specified radiation type in a source organ 

that is absorbed per unit mass of target organ- for internal exposures.  The task group on dose calculations (DOCAL) of 

ICRP Committee 2 have evaluated SAFs for selected source and target organs in the ICRP/ICRU voxel phantoms [3].  

However, published data on SAFs are limited.  

To assess thyroid doses due to intakes of radioiodine in a nuclear accident, it is needed to evaluate SAFs for 

thyroids in advance.  In the present study, SAFs for both photons and electrons in thyroids of the ICRP/ICRU voxel 

phantoms were evaluated using Monte Carlo simulations.  First, cross-irradiation SAFs for source region thyroid and 

target region lungs or stomach wall were evaluated and compared with those evaluated by DOCAL of ICRP Committee 
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2.  Next, self-irradiation SAFs for thyroids were evaluated.  

 

2.  Materials and Methods 
 
2.1 ICRP/ICRU voxel phantoms 

In the present study, the ICRP/ICRU adult male and female reference voxel phantoms were used.  Figure 1 

shows images of the male and female reference phantoms [4].  The voxel phantoms, based on computed tomographic 

data sets, were developed by DOCAL of ICRP Committee 2 in collaboration with the Helmholtz Zentrum München – 

German Research Centre for Environmental Health (formerly - GSF) and ICRU.  Table 1 shows characteristics of the 

adult male and female reference voxel phantoms.  The voxel sizes are 2.137×2.137×8.0 mm3 for the adult male voxel 

phantom and 1.775×1.775×4.84 mm3 for the adult female voxel phantom.  

 

2.2 Calculation of Specific Absorbed fractions (SAFs) 
The specific absorbed fraction Φ is the absorbed fraction -the fraction of the energy emitted by source organ rS 

that is absorbed in target organ rT- in the target per unit mass of the target mi.  It can be expressed by the equation: 

Φi�rT←rS�	
1

mi
∙
�i-type	radiation	energy	absorbed	in	target	rT�

�i-type	radiation	energy	emitted	in	source	rS�
                     (1) 

Specific absorbed fractions for photons and electrons were evaluated for the ICRP/ICRU adult male and female 

reference voxel phantoms using the Monte Carlo code, EGS4 [5] in conjunction with an EGS4 user code, UCSAF [6].  

In the EGS4-UCSAF code, the radiation transport of electrons, positrons and photons in the phantoms is simulated.  In 

the present study, the sources of photons and electrons were assumed to be monoenergetic in the energy range from 10 

keV to 10 MeV and uniformly distributed in a source organ.  The source organ was thyroid.  Photon and electron 

histories were run at numbers sufficient to reduce statistical uncertainties below 5%.  The cutoff energies were set to 1 

keV for the photons and 10 keV for the electrons.  The Parameter Reduced Electron-Step Transport Algorithm 

(PRESTA) [7] to improve the electron transport in the low-energy region was used.  The cross-section data for photons 

were taken from PHOTX [8] and the data for electrons were taken from ICRU report 37 [9]. 

 

3.  Results and Discussion 
 

3.1 Cross-irradiation SAFs 
Figures 2 (a) and (b) show cross-irradiation SAFs for photons and electrons in the ICRP/ICRU adult male and 

female reference voxel phantoms in the energy range from 10 keV to 10 MeV.  The source organ is thyroid and the 

target organ is lungs.  The cross-irradiation SAFs for photons gradually decrease with an increase in photon energy on 

the whole.  The cross-irradiation SAF for electrons shows an abrupt increase up to 10 MeV.  In Figs. 2 (a) and (b), the 

cross-irradiation SAFs published by DOCAL of ICRP Committee 2 are also plotted for comparison.  It can be seen 

from the figures that the cross-irradiation SAFs evaluated in the present study are in good agreement with those evaluated 

by ICRP. 

Figures 3 (a) and (b) show cross-irradiation SAFs for photons and electrons in the ICRP/ICRU adult male and 

female reference voxel phantoms in the energy range from 10 keV to 10 MeV.  The source organ is thyroid and the 

target organ is stomach walls.  The cross-irradiation SAFs for photons increase up to 100 keV and then are almost 

constant with an increase in photon energy up to 10 MeV.  The cross-irradiation SAF for electrons shows an abrupt 

increase up to 10 MeV.  Figures 3 (a) and (b) also provide that the cross-irradiation SAFs evaluated in the present study 

agree exactly with those evaluated by ICRP.  However, it must be emphasized that the cross-irradiation SAFs for 

electrons with low energies are different from those evaluated by ICRP as shown in Fig 3 (b).  The cross-irradiation 
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SAFs for electrons with low energies up to 100 keV would be replaced with zero in DOCAL of ICRP Committee 2.  On 

the other hand, in the present study the cross-irradiation SAFs for electrons up to 100 keV could be evaluated.  These 

discrepancies are thought to be due to the set of cutoff energies and the treatment of bremsstrahlung photons in the 

radiation transport.  

 

3.2 Self-irradiation SAFs 
Figures 4 (a) and (b) show self-irradiation SAFs for photons and electrons in thyroids of the ICRP/ICRU adult 

male and female reference voxel phantoms in the energy range from 10 keV to 10 MeV.  The self-irradiation SAF for 

photons decreases up to 100 keV and is almost constant from 100 keV to 1 MeV and then decreases with an increase in 

photon energies.  The self-irradiation SAF for electrons shows constancy up to 1 MeV and then a decrease with an 

increase in photon energy.  The data will be useful to evaluate the equivalent doses to the thyroid. 

 

4.  Conclusions  
Specific absorbed fractions for photons and electrons were evaluated for the ICRP/ICRU adult male and female 

reference voxel phantoms using the EGS4-UCSAF code.  Consequently, it was confirmed that cross-irradiation SAFs 

evaluated in the present study agreed well with those evaluated by ICRP, except for electrons with low energies.  The 

set of cutoff energies and the treatment of bremsstrahlung photons should be considered with discretion in the radiation 

transport. In the present study, the self-irradiation SAFs for photons and electrons in thyroids were also evaluated.  The 

data will be useful to evaluate the equivalent doses to the thyroid. 
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Table 1.  Characteristics of the adult male and female reference computational phantoms 
 

 Male Female 

Property   
Height (m) 1.76 1.63 
Mass (kg) 73.0 60.0 

Organs   
Thyroid (kg) 2.0×10-2 1.7×10-2 
Lungs (kg) 1.2×100 9.5×10-1 
Stomach wall (kg) 1.5×10-1 1.4×10-1 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Images of the male (left) and female (right) reference computational phantom [5]. 
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(a)                                                 (b) 

 
Figure 2.  Specific absorbed fractions for monoenergetic photons (a) and electrons (b) for source organ thyroid and 

target organ lungs. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                                                 (b) 
 
Figure 3.  Specific absorbed fractions for photons (a) and electrons (b) for source organ thyroid and target organ 

stomach wall. 
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(a)                                                 (b) 
 

Figure 4.  Specific absorbed fractions for photons (a) and electrons (b) for self-irradiation of thyroid. 
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Abstract

Treatment plans for high dose-rate brachytherapy are calculated in AAPM TG-43. The
formula TG-43 depends on kinds of high dose souses. The formula has some tables for each
source. A radiation dose in TG-43 is investigated by measurements or Monte Carlo simulations.
The investigation is limited to measure fixed volume in phantom. The dose is different in each
phantom volume. We report that g(r) function is different between EGS5 and TG-43 in each
phantom volume and indicate the difference of the dose between EGS5 and TG-43.

1 Introduction

The microSelectron-HDR remote afterloading device with high-intensity 192Ir sources is used for
brachytherapy. The sources capsuled in a stainless are embedded and irradiate the prostate. A
clinical treatment is planned before an actual irradiation in a body. The calculated values of doses
are derived from Oncentra clinical planning system. The calculation algorism follows American
Association of Physicists in Medicine Task group No.43 Report (AAPM TG-43) [1], and they are
based on dose-rate distributions used for clinical implementation and dose-calculation methodolo-
gies. AAPM TG-43 is generally the only way of the algorism for brachytherapy in radiology. The
accuracy of TG-43 formalism in Oncentra clinical planning system has been validated by investi-
gating the absolute dose [2]. However the absolute dose is investigated in a liquid water phantom
with a specified shape and volume. Some paper reports that g(r) function in TG-43 changes in
phantoms with different shapes and volumes [3, 4, 5]. It is difficult to measure and summarize
doses using in various phantoms. Investigating complicated electromagnetic scattering in various
shapes and volume of phantoms is best to use a Monte Carlo simulation. We report that doses and
g(r) functions using in various phantom volumes investigating by Monte Carlo simulation EGS5.

2 AAPM TG-43 and Monte Carlo simulation EGS5

The PLATO brachytherapy planning system calculate based on AAPM TG-43 [1]. The dose-rate
equation is following,

Ḋ(r, θ) = Sk · Λ · G(r, θ)
G(r0, θ0)

· g(r) · F (r, θ), (1)

where r denote the distance (in centimeters) from the center of the active source to the point of
interest, r0 denotes the reference distance which is specified to be 1 cm in this protocol, and θ
denotes the polar angle specifying the point of interest, θ0 denotes the reference angle which is
specified to be 90◦ shown as Fig.1. The other parameter Sk, Λ, G(r, θ), g(r) and F (r, θ) represent
the air-kerma strength, the dose rate constant, the geometry function, the radial dose function and
the 2D anisotropy function respectively. Sk is calculated as the source intensity when the treatment
starts. Λ is used the value 1.108 cGy/h/U in this planning system. The unit U is defined as the
air-kerma strength, 1U=1cGy·cm2/h.
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Figure 1: Coordinate system used for
brachytherapy dose calculations. P (r, θ) rep-
resents the interesting point. r0 and θ0 mean
1 cm and 90◦ respectively.
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Figure 2: g(r) functions in liquid water phan-
toms. A solid line and closed circles: g(r) in a
30 cm diameter spherical phantom. A dashed
line and open circles: g(r) in an 80 cm diameter
spherical phantom. A dashed line: Daskalov et
al. results [2].

2.1 Radial dose function

The radial dose function, g(r), accounts for dose fall-off on transverse-plane due to photon scattering
and attenuation, and is defined by Eq.(2),

g(r) =
Ḋ(r, θ0)
Ḋ(r0, θ0)

G(r0, θ0)
G(r, θ0)

. (2)

G(r, θ) is determined by the geometry of sources. Therefore from Eq.(2), we can get g(r) values
from simulating doses in linear positions.

2.2 Monte Carlo simulation EGS5

We simulate doses in some shapes and volumes of phantoms using EGS5. For the EGS5 simulating,
the following parameters are considered in various regions or mediums, sampling of angular distri-
butions of photoelectrons, K and L edge fluorescent photons, K and L Auger electrons, Rayleigh
scattering, linearly polarized photon scattering, incoherent scattering and Doppler broadening of
Compton scattering energies. We continued the simulations until the cut off kinetic energy 1 keV
for one track. The number of injected particles from the source is 108 per one Monte Carlo simu-
lation. We use liquid water phantoms and 192Ir sources as points or types of microSelectron-HDR
v2.

3 Results

3.1 Comparison of g(r) with a 30cm diameter spherical and a 80 cm diameter
spherical phantoms

Fig.2 shows point source g(r) functions. A solid line and closed circles show it in a 30 cm diameter
spherical phantom. The g(r) is good agreement with it of Daskalov et al [2]. However the g(r)
in a 80 cm diameter spherical phantom as shown a dashed line and open circles in Fig.2 is not
agreement with it of Daskalov et al [2]. Same results reports some references [3, 4, 5].
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3.2 Comparison of g(r) with a spherical and a partial spherical phantoms

We simulate doses in the partial spherical phantom which is cut off up and down parts as shown
in Fig.3. The phantom has a 30 cm diameter spherical volume which has only ±7 cm range from
the center. We summarize the dose in only a 1 cm thickness part of a phantom as shown a center
plate in Fig.3. The reason is to check whether absence of the top and bottom phantom affects
electromagnetic scattering of the central portion. Values of g(r) each distance from the center
show in Fig.4.

30cm

1
4
c
m

1cm

Figure 3: Shape and size of the phantom used
in Fig.4. Aggregate area is only 1cm of the
black part.
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Figure 4: g(r) functions in 2 liquid water phan-
toms. A solid line and closed circles: g(r) in
a 30 cm diameter perfectly spherical phantom.
A dashed line and open circles: g(r) in a par-
tial spherical phantom in Fig.3. A dashed line:
Daskalov et al [2]. results.

As compare with a complete spherical phantom, g(r) in incomplete spherical phantom falls
down. This means g(r) function, in other words, the value of an absolute dose changes by not only
size but also shape of a phantom.

3.3 Comparison of g(r) with various heights and a 50 cm diameter cylindrical
phantoms

h

50cm

Figure 5: A cylindrical phantom. A diameter
is fixed 50 cm. A height is varied from 15 cm
to 200 cm.
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Figure 6: g(r) functions in various cylindrical
phantoms in Fig.5. Dashed and 2 dotted line
shows Daskalov et al [2]. results.

Later in this chapter, since a circular cylinder roughly close to body shape, we use cylindrical
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phantoms for simulations. For the first time, we decide 50 cm diameter of the cylindrical phantoms.
We simulate doses to lead g(r) in various heights of cylindrical phantoms as shown in Fig.5. Fig.6
shows g(r) functions in case of phantoms in Fig.5. The horizontal axis of Fig.6 shows the distance
from the center of gravity to the circumference. g(r) functions become constant while heights are
more than 50 cm.

3.4 Comparison of g(r) with various diameters and a 100 cm height cylindrical
phantoms

Under the condition that the cylindrical phantoms are fixed 100 cm height, we simulate doses to
lead g(r) in various diameter of the phantoms as shown in Fig.7.

d

100cm

Figure 7: A cylindrical phantom. A height is
fixed 100 cm. A diameter is varied from 15 cm
to 200 cm.
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Figure 8: g(r) functions in various cylindrical
phantoms in Fig.7. Dotted line (only line with-
out plots) shows Daskalov et al. results [2].

Fig.8 shows g(r) functions in case of phantoms in Fig.5. The horizontal axis of Fig.8 also shows
the distance from the center of gravity to the circumference. g(r) functions become constant while
diameters are more than 70 cm.
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Figure 9: g(r) functions in 2 liquid water cylindrical phantoms. A solid line and closed circles:
g(r) in a 100 cm diameter and 100 cm height cylindrical phantom. A dashed line and open circles:
g(r) in a 70 cm diameter and 50 cm height cylindrical phantom. A dashed line: Daskalov et al.
results [2].
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3.5 Confirmation of the height and the diameter of the phantom

We decide on an appropriate diameter in Section 3.3 and an appropriate height in Section 3.4. We
check that the phantom which has a 70 cm diameter and a 50 cm height is regards as an enough large
cylindrical phantom. The phantom which has a 100 cm diameter and a 100 cm height is regarded
as enough large. Fig.9 shows g(r) functions in two phantoms. One has a 70 cm diameter and a 50
cm height and the other has a 100 cm diameter and a 100 cm height. They are good agreement
each other. In conclusion, when a dose is measured in a phantom, the cylindrical phantom which
has more than a 70 cm diameter and a 50 cm height is regard as an infinity large phantom.

3.6 g(r) functions with simulations using microSelectron-HDR v2

MicroSelectron-HDR v2 192Ir source has a structure in Fig.10. We compare g(r) functions using
this source in two type of phantoms. One has a 70 cm diameter and a 50 cm height and the other
has a 100 cm diameter and a 100 cm height. Fig.11 shows g(r) functions. Same the case of using a
point souse, it shows good agreement in the case of the microSelectron-HDR v2 source. Therefore
the cylindrical phantom which has more than a 70 cm diameter and a 50 cm height is regard as an
infinity large phantom using the microSelectron-HDR v2 source.

4.5

3.6

0.9
0.65

Figure 10: Mechanical design of
microSelectron-HDR v2 192Ir source uti-
lized by EGS5 simulations. The capsule is
made of SUS316L. All dimensions are in mm.
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Figure 11: g(r) functions using
microSelectron-HDR v2 source in cylin-
drical phantoms. A solid line and closed
circles: g(r) in a 100 cm diameter and 100 cm
height cylindrical phantom. A dashed line and
open circles: g(r) in a 70 cm diameter and 50
cm height cylindrical phantom.

3.7 Absolute doses using microSelectron-HDR v2 source

Absolute doses of microSelectron-HDR v2 192I new design type are simulated in 2 type of phantoms.
Ir metal density is greater (=22.4 g/cm3). So a survival probability of gamma-ray going from the
inside the metal is smaller than 0.9. We check the survival probability using EGS5 Monte Carlo
simulation considering with a structure of a 192Ir source and a stainless capsule. The value is
0.88029. We gain the absolute dose also with the emission rate 2.072 following equations,

Absolute dose (Gy/sec.) = Using radioactivity (Bq)× Simulation value (Gy/incident)
× 2.072/0.88029.

(3)

One type of phantoms is a spherical phantom. The diameter is 30 cm. Simulated absolute
doses are compared with Oncentra calculations. They are shown in Fig.12 and Fig.13. They are
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Figure 12: Absolute doses of microSelectron-
HDR v2 sources simulated by EGS5 and cal-
culated by Oncentra planning system. EGS5
simulation uses a 30 cm diameter spherical
phantom. Closed circles : EGS5. Open tri-
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good agreement each other in Fig.12. Fig.13 shows the relative error examined in detail. Errors
are constant regardless of the distance. These errors are around 4 % and considered systematical
ones between EGS5 simulations and Oncentra calculations.

 1e-016

 1e-015

 1e-014

 1e-013

 1e-012

 0  2  4  6  8  10  12  14  16  18  20

ab
so

rb
ed

 d
os

e[
G

y/
(B

q 
se

c.
)]

distance [cm]

100cm diam. 100cm long (HDR) EGS5
Oncentra

Figure 14: Absolute doses of microSelectron-
HDR v2 sources simulated by EGS5 and cal-
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Figure 15: Absolute doses relative error of the
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The other type of phantom is a cylindrical phantom which has a 100 cm diameter and a 100 cm
height. The phantom is regarded as enough large. Simulated absolute doses are also compared with
Oncentra calculations. The Oncentra calculation refers Daskalov’s data which is investigated in a
liquid water 30 cm diameter spherical phantom [2]. Therefore they are not good agreement over
10 cm as shown in Fig.14. Fig.15 shows the relative error examined in detail. When the distance
is more than 10cm, the error is much larger. At the 20 cm, the error is over 240%.
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4 Conclusion

We simulate g(r) functions and absolute doses using EGS5. In section 3.1, g(r) with a 30 cm
diameter spherical phantom is good agreement with Daskalov’s results [2] and it with an 80 cm
diameter is larger than with a 30cm diameter. In section 3.2, we conclude that the g(r) function
or the absolute radiation dose depend on not only a volume but also a shape of a phantom. In
section 3.3, 3.4 and 3.5, a cylindrical phantom with a diameter more than 70 cm and a height more
than 50 cm is considered as an infinity large phantom. In section 3.6 and 3.7, we simulate using
microSelectron-HDR v2 source. In section 3.6, the phantom with a 70 cm diameter and 50 cm height
is also regarded as an infinity phantom in case using microSelectron-HDR v2 source. In section
3.7, we compare the EGS5 simulation and the Oncentra calculation. The Oncentra calculations
are investigated with a liquid water 30 cm diameter spherical phantom. Therefore the absolute
doses are good agreement with ones simulated EGS5 in case with a 30 cm diameter spherical
phantom. On the other hand, the absolute doses calculated the Oncentra are not agreement with
ones simulated EGS5 in case with an enough large, 100 cm diameter and 100 cm height cylindrical
phantom. At the 20 cm, the error is over 240%. EGS5 simulation shows that the absolute dose
changes with a shape and size of the phantom. This means that the Oncentra calculating dose for
a very large human body is underestimated at least 10 cm away from an irradiated part.
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Abstract 

In the radiotherapy, the interactions of the high energy electrons are much different from those of the diagnostic imaging. The 

calculating time of Monte Carlo simulation with EGS5 from the target to the water phantom is very long. Therefore, the 

practicability is low at the clinical site. In this study, we investigated the calculating time using the method named a variance 

reduction for improving the practicability. 

 The structures from the target to the water phantom were made by using CGView with the structural data of CLINAC series of 

VARIAN. The energy of incident electrons is 4 MeV. For making virtual plane source, we must acquire the fluence map 

through a flattening filter. The fluence map is sectioned to nine regions because the generation ratio of photon is different at each 

region. Then we obtained percentage depth dose (PDD) and off center ratio (OCR), and compared those to measured values. 

 As the results, the calculated PDD almost agreed with the measured PDD. But the penumbra and the edge of the OCR did not 

agree with the measured OCR. We suppose that the difference is caused by the effect of the scatters which are generated from 

the primary collimator, the flattening filter and jaws. 

 

 

1.  Introduction 

 

In the radiotherapy, the interactions of the high energy electrons are much different from those of the diagnostic 

imaging and may have an influence on a normal tissue. Therefore, the high accurate treatment planning using the Monte 

Carlo (MC) simulation with EGS5 must be made before the irradiation.  

To obtain the fractional standard deviation of 1% or less, the incident electrons are assumed to have three billion 

histories or more. The calculating time of the MC simulation with EGS5 from the target to the water phantom is about 

200 days or more with the general personal computer. In this study, we investigated the MC simulation using virtual 

plane source to reduce the calculating time and to improve the practicability in the radiotherapy. 
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2.  Materials and Methods 

 

2.1 The modeling of the linear accelerator 

The modeling of the linear accelerator from the target to the water phantom was constructed by using CGView with 

the structural data of CLINAC series of VARIAN.  

   To reduce the calculating time, a variance reduction method is utilized using the virtual plane source and the phase 

space file. We assumed that the behaviors of photons and electrons through a flattening filter are constant in spite of the 

motion of jaws and multi leaf collimators. Therefore we created the virtual plane source between the flattening filter and 

the upper jaws (y-jaws) and additionally the phase space file on the water phantom to calculate the percentage depth dose 

(PDD) and the off center ratio (OCR) using these data repeatedly. 

For conditions of MC simulation, the incident electron energy is 4 MeV, the irradiation field is 10×10 cm2, the under 

limits of cut off energy is 0.521 MeV for the electron, and 0.01 MeV for the photon. 

The obtained PDD and OCR are compared with measured values of CLINAC 21EX (Varian Inc.). 

 

2.2 The fluence map 

We need to know the fluence of photons and electrons to design the virtual plane source. The fluence map was 

acquired by MESH method which creates the virtually divided region between the flattening filter and the upper jaws.  

The photons or the electrons were counted when entered in the divided region of 0.1 (x-axis)×0.1 (y-axis) cm2. 

The fluence map of the photons is shown in Figure.1. It shows that the fluence in the central area is fewer because 

that dependents on the shape of the flattening filter. 

 

2.3 The generation ratios of photons or electrons and the energy spectrums  

The obtained fluence map of the photons is rationally sectioned to nine regions because the fluence is different at 

each region. The generation ratios of the photons and the electrons on the virtual plane source were calculated by dividing 

the counted number in nine regions into the area of each region. Those of the photons are shown in Table.1. And the 

energy spectrums of each region are different (Figure.2). However two outside regions are not including in Figure.2 

because those regions cannot acquire the photons through the flattening filter. The energy spectrums show that the 

outside region has more low energy and fewer high energy than the inside region.  

The generation ratio and the energy spectrum of the electrons are not separated in each region because those are 

seemed to homogeneously spread in the virtual regions. The generation of ratio of the electrons is estimated to be 0.8 % 

from the numbers of the electron in the counted total numbers.  

 

2.4 The directions of photons and electrons from the virtual plane source  

The directions of generated photons and electrons from the virtual plane source are determined by a direct-method 

which releases the generated photons and electrons from the generated points in the virtual source to the opposite 

direction from the center of the target. 

 

2.5 The scatters from the primary collimator and the flattening filter  

We obtained the fluence maps of the photons from the target and from the virtual plane source both under y-jaws 

and under x-jaws to verify the virtual plane source. Then the fluence map of the photons generated from the target is 

subtracted by that generated from the virtual plane source. The subtracted image under the y-jaw and that under the x-jaw 

are shown in Figure.3. It was revealed that the virtual plane source contained very few scatters. The generation ratio of 

the scatter is calculated by dividing the number of the scatters after subtraction by the total number of the photons under 

y-jaw. Hence the generation ratio is 8.7 %.  

The direction of the scatters was decided by the rejection-method. When the area including the scatter became 16.2 

cm×16.2 cm, the penumbra of the calculated OCR almost agreed with measured one. 
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3.  Results 

 

Figure.4 shows the measured and calculated PDD and Figure.5 shows the OCR at each depth.  

The calculated PDD and the calculated OCR almost agree with measured those. But the random error is still 

conspicuous at the edge of the OCR. 
 

4. Discussion 

 

4-1. The virtual plane source 

In this study, we sectioned the virtual plane source into nine regions. As the result, the distribution of the photons 

under the y-jaws was seemed likely to be steps. Therefore, these steps should be corrected by displacing the nine 

generation ratio of the photon by an approximate function.  

 

4-2. The edge of the OCR  

The edge of the OCR was evidently incorrect. However, the event seems to diminish when the number of history for 

MC is increased.  

Two reasons are assumed that the edge is constructed by the scatters more than the center. When the number of the 

history is few, the effect of the scatter to the edge seems to be larger than to the center. If the number of the history is 

increased, the absorbed dose of the center will be higher than that of the edge. Therefore, the total absorbed dose will be 

uniform. 

    In addition, the energy spectrums show that the outside region has more low energy and fewer high energy than the 

inside region.  

 

5.  Conclusions  

 

In this study, we cannot verify the calculating time using the virtual plane source because of finding the error of the 

edge of the OCR. However, we found that 60 % ~ 70 % of the total calculating time with the MC simulation from the 

target to the water phantom are spent until through the flattening filter for obtaining the PDD and the OCR. Therefore, the 

virtual plane source would help the practicability at the clinical site. 
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devided region average probability (%) 

1 70094 1.3  

2 273178 5.0  

3 321987 5.9  

4 730978 13.4  

5 1247659 22.9  

6 1233537 22.6  

7 1044250 19.1  

8 357028 6.6  

9 180871 3.3  

sum 5459582 100.0  

 

Table.1: The generation ratio of photons for the virtual plane source. 

 

Figure.1 : The fluence map of the photons using MESH method. 

 

 
Figure.2: the generation ratios and the energy spectrums of photon in the each divided region on the virtual plane source.  
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Figure.3: Subtracted images of the fluence map of photon generated from the virtual plane source from that generated 

from the target. Left : under y-jaw, Right : under x-jaw.  

 

 

 

 

Figure.4: the measured PDD and calculated PDD by MC 
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Figure.5: the measured and calculated OCR at each depth 
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Abstract 

The scattering model of the electrons and photons of a radiation treatment planning system (RTPS) has been generally 

created in the water phantom with Monte Carlo (MC) simulation. The inhomogeneity correction has been made in each 

way of the RTPS using CT values. A phantom simulated a tumor in the lung tissue was used in the computational 

geometry of the inhomogenous region. We calculated the dose distributions of the RTPS and the MC simulation. The 

result by Pencil Beam Convolution (PBC) algorithm showed no re-build up in the different material. The dose differences 

of relative dose curves on the central axis between the RTPS result by the Convolution / Superposion (SP) and the MC 

simulation were within 1.2 ％ at the re-build up part of the tumor and was up to 3.5 ％ at the lung tissue located behind 

tumor. The result by the Anisotropic Analytical Algorithm (AAA) underestimated 2.4 % in average and up to 3.1％ at 

the wide region of inhomogenous phantom.  

 

1. Introduction 

 

Each of dose calculation algorithm of a radiation treatment planning system (RTPS) calculate the primary 

and the scatter components. The scatter components model is obtained from the dose distribution in a water 

phantom with Monte Carlo (MC) simulation. The inhomogeneity correction of the RTPS varys degrees of 

scattering according to the different electron density from the water. The inhomogeneity correction methods differ 

depending on the dose calculation algorithms provided by many companies. In this study, we investigated dose 

distributions and depth dose curves in the inhomogenous phantom calculated by various dose calculation 

algorithms and MC simulation.  

 

2.  Materials and Methods 
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2.1 Computational structures and materials  

The RTPS calculations and the MC simulations were performed for field sizes of 4 × 4, 5 × 5, and 7 × 7 cm
2
 

with a constant source-to-surface distance (SSD) of 89 cm for 4 and 10 MV X-ray beam from Clinac21EX (Varian 

Medical Systems .Inc) linear accelerator (RTPS calculations), and 4 and 10 MV X-ray spectrum source of Varian 

(MC simulations) [1] respectively. All doses were normalized at the depth of 11 cm on the central axis.  

The phantom for the RTPS calculations and the MC simulations was made of PMMA, cork, and polystyrene. 

The components of each materials are detailed in Table 1. The size and structure are showed in Fig.1. 

 

2.2 RTPS calculations 

      Eclipse (Varian Medical Systems .Inc) and XiO (ELEKTA .Inc) were adopted for commercial RTPSs. 

Pencil Beam Convolution (PBC) algorithm, Anisotropic Analytical Algorithm (AAA) (Eclipse), and Convolution / 

Superposition (SP) (XiO) were applied for the calculation algorithms. Calculation voxel sizes were 0.1 × 0.2 × 0.1 

cm
3 
(XiO) and 0.25 × 0.2 × 0.25 cm

3 
(Eclipse). The calculated dose distributions are showed in Fig.2 (a) – (f). In 

addition, relative depth dose curves obtained from along the central axis are drown in Fig.3 (a) - (f), the dose 

profiles at the depth of 11 cm for field size of 7 × 7 cm
2
 are indicated in Fig.4.  

 

2.3 MC simulations 

      EGS5 [2] code system was used for the MC simulation. The cut-off energies of electron (ECUT) and photon 

(PCUT) in all simulations were set to 0.521 MeV and 0.01 MeV, respectively. Calculation voxel size was 0.2 × 0.2 

× 0.1 cm
3
. In order to obtain relative doses, deposited energies at each cubic coordinates boundary space of interest 

divided by the mass density of each material were computed and normalized at the point of center of phantoms. 

MC simulated dose distributions are showed in Fig.2 (a) – (f). Also, the relative depth dose curves are plotted in 

Fig.3 (a) - (f), the dose profiles at depth of 11 cm for field size of 7 × 7 cm
2
 are indicated in Fig.4. Statistical 

uncertainties were less than 0.6 % at all data acquisition grids.  

 

2.4 Back scatter and mean energy calculation 

When back scattering and the mean energy from the polystyrene are calculated for 10 MV and field sizes of 

4× 4, 7 × 7 cm
2
, the polystyrene was not structured by 4 cm diameter sphere but 4 × 4 × 4 cm

3
 cube. The mean 

energy E  is calculated as follows [3] 
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where Ei expresses each energy bin divided to 0.01 MeV, Φ (Ei) expresses the fluence per Ei., and d is depth. 

The mean energy transition is showed in Fig. 5. The back scatter from the polystyrene to the cork in proportion to 

the total dose was analyzed by the latch method [2].  

 

3.  Results and Discussions 

 

3.1 Comparison of dose distributions by RTPS and MC 

      Fig.2 (a)-(f) show the dose distributions for each energy and each field size, the left side of which shows the 

MC simulation and the right side shows each RTPS. The polystyrene is located in the central circular area. Fig.3 

(a)-(f) show the relative depth dose curves at central axis. 

      For PBC, the relative dose differences (DD) range from -1.1 to 1.6 % at 4 MV in all depth (Fig.3 (a) - (c)), 

where the relative DD = ((RTPS dose – MC dose) / MC dose) × 100 (%). And the relative DD are up to 16.9 % in all 

depth at 10 MV (Fig.3 (d)). PBC curves show no re-build up portion in the materials of different compositons. 

Since the PBC algorithm does not take account the changing degree of secondary electron scattering by the 

different electron density of materials.  

For AAA, the relative DD range from -3.6 to -1.5 % (average -2.4 %) in front of the polystyrene for 4 MV 

X-ray (Fig.3 (a)) and from -3.1 to -1.8 % (average -2.4 %) in front of the polystyrene for 10 MV X-ray (Fig.3 (d)). 

AAA curves indicate the steep reduction of dose in the polystyrene position. The AAA dose is 0.67 % higher than 

the MC dose at the cork in front of the polystyrene, whereas the AAA dose is 4.8 % lower than the MC dose at the 

cork in back of the polystyrene. So the AAA algorithm showes excessive changes between different materials and 

underestimated the dose in the cork comparing with the MC simulation.  

      For SP, the relative DD range from 0.0 to 1.8 % (average 0.7 ％) in all depth for 4 MV X-ray, field size of 7 

× 7 cm
2
 and indicates the most difference of 4 MV (Fig.3 (c)). The relative DD are up to 3.5 % at the posterior half 

of the polystyrene for 10 MV X-ray, field size of 4 × 4 cm
2
 and indicate the most difference of 10 MV (Fig.3 (f)). 

The better accuracy of the dose difference is found for the larger field size for 10 MV. The SP provides the best 

accurate calculation among the three algorithms.  

      Fig.4 shows all dose profiles at depth of 11cm. Both AAA and SP dose profiles have no much dose 

differences. It is difficult to determine the relative merits of these algorithms.  

 

3.2 Transition of the mean energy and the back scattering evaluation from polystyrene  

      Fig.5 shows the transition of the mean energy. The mean energy starts reducing 1 cm from in front of the 

polystyrene. The mean energy reduction and reduction rate from the depth of 8 to 9 cm are 18.0 keV and 0.64 % for 

the field size of 4 × 4 cm
2
, and 24.5 keV and 0.92 % for the field size of 7 × 7 cm

2
. Also, the back scatters to 2 mm 

in front of the polystyrene in proportion to the total dose are 8 % for the field size of 4 × 4 cm
2
 and 10 % for the 

field size of 7 × 7 cm
2
. Therefore low energy components are increased to the cork in front of the polystyrene for 

the larger the field size. And the DD for the different materials result less difference for 10MV (Fig.3 (d) – (f)). 
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4.  Conclusions 

      The overall evaluation revealed that the SP dose distribution was closest to MC simulation. The AAA 

dose distribution was also close to MC simulation, but the AAA algorithm showed excessive changes of energy 

absorbtion between different materials in comparison with MC simulation. As a result, the dose distribution 

indicated the tendency to good agreements, but the dose of the cork region was underestimated by the normalized 

point. The PBC algorithm didn’t calculate acculately lateral and back scatters. It was not much sensitive to the 

re-build up and the field size change. 
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Table 1. Element composition and mass density 

 PMMA Cork Polystyrene 

Composition 

(%) 

 

H 

C 

O 

53.3 

33.3 

13.3 

1.06 

6.78 

53.87 

39.35 

0.315 

50.0 

50.0 

 

0.96 Mass density(g・cm
-3
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Fig.1. Cross sectional diagram of the phantom used in calculation. 
XY : 22 cm 
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Fig. 2 (a) - (f) . Calculated dose distributions using MC simulation and each RTPS. 
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a) Energy : 4MV, Field size : 4×4 cm
2
                b) Energy : 4MV, Field size : 5×5 cm

2
 

 

c) Energy : 4MV, Field size : 7×7 cm
2
                d)  Energy : 10MV, Field size : 4×4 cm

2
 

 

e) Energy : 10 MV, Field size : 5×5 cm
2
                f) Energy : 10 MV, Field size : 7×7 cm

2
 

 

 

 

 

 

 

 

 

 

Fig.3 (a) – (f). Relative depth dose curves for each energy and each field size with MC simulation and RTPS 

calculations. 
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Fig.4. Lateral dose profiles for 10 MV and field size of 7×7 cm
2
 with MC and RTPS calculations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. The mean energy transition for 10 MV and field sizes of 4 × 4 and 7 × 7 cm
2
.  
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Abstract 

In this study, the dose distribution in phantom in 320 detector row cone beam CT (CBCT) was analyzed in detail using EGS5. 

Our results show that maximum dose position is 18 mm depth from the phantom surface, and peak deposit energy is 11 % 

higher than the phantom surface dose. In the 320 detector row CBCT, peripheral position dose is underestimated using 

conventional weighted CTDI estimation method. 

 

1.  Introduction 

X-ray computed tomography (CT) scanners have remarkable progress over the past few years. Quite recently, 

160 mm beamwidth, 320 detector row, cone beam CT (320 detector row CBCT) has been used in clinical examination.  

In 320 detector row CBCT, dose distribution in phantom is complicated because its wide x-ray beamwidth causes more 

scattering of x-ray. The understanding of detailed dose distribution in phantom is useful for dose estimation in CT scanner. 

However, the measurement of dose distribution in phantom for kilovoltage x-ray beams is difficult because there are 

problems related to large gradients in the dose distribution and the large energy dependence of most dosimetry systems 

[1]. In this study, we calculated dose distribution in CT dose index (CTDI) phantom along the axis perpendicular to the 

axis of rotation of the x-ray source in 320 detector row CBCT using EGS5. 

 

2.  Materials and Methods 

 

2.1 Conformity of EGS5 with measurement 

      To consider the conformity of EGS5 with measurement, we calculated and measured CTDI100 in a Non-helical 

X-ray CT unit TCT-300 (Toshiba Medical Systems, Tochigi, Japan). The x-ray tube voltage was 120 kV, and Source 

Center Distance (SCD) was 600 mm. PMMA cylindrical phantom of 300 mm diameter and 150 mm length and CT 

ionization chamber of 100 mm length were used. In the phantom, there were five cylindrical cavities in different depth 

along the cylinder axis to insert the CT chamber; The depths were 11, 59, 81, 115, and 150 mm from the phantom 

surface. 

Fig.1 shows measurement geometry. The center of the phantom was placed in the isocenter of the CT unit. The 

phantom was supported using wooden blocks and the bed was removed from scan area. This is because it is difficult to 

incorporate the effect of x-ray scattering and attenuation of CT patient bed in the simulation. In addition, it is also difficult 

to incorporate the effect of x-ray tube rotation overlapping in the simulation because the overlapping angle has not been 

disclosed. Therefore, a scanogram mode (non-rotating mode) which had 2 mm slice thickness in TCT-300 was used. To 

be the same as a full scan, the phantom was rotated by 10 degrees up to full circle in a counterclockwise direction and 

each dose was integrated into a cylindrical cavity. 

58



 

In EGS5, the simulation geometry was the same as the above measurement geometry. The number of photon was 

1.44 billion. Fractional Standard Deviation (FSD) in the center of the phantom was less than 3.0 % to reduce statistical 

error. Energy spectrums as x-ray source along the fan beam of the CT were generated by Tucker’s formula based on AL 

HVL measured on each angle [2]. The effect of the beam shaping filter was incorporated into the simulation.  

 

2.2 PDD calculated by EGS5 in CBCT 

     Percentage depth dose (PDD) along the axis passing through the isocenter in a direction perpendicular to cylinder 

axis on the phantom cross section in 320 detector row CBCT was calculated using EGS5. This CBCT geometry was 

applied to previous TCT-300 geometry (The x-ray tube voltage was 120 kV, and SCD was 600 mm), but the slice 

thickness was only changed from 2 mm to 160 mm. Fig.2 shows CBCT geometry in EGS5. The x-y coordinate plane 

is parallel to the transverse axis, and the z coordinate axis (z axis) is parallel to the longitudinal axis of cylindrical 

phantom. The x coordinate axis (x axis) is horizontal to the floor, and the y coordinate axis (y axis) is perpendicular to the 

floor. Phantom was PMMA cylinder of 320 mm diameter and 600 mm length. The number of photon was 3.6 billion. 

FSD in the center of the phantom was less than 1.0 % to reduce statistical error. In this condition, one rotating scan was 

performed. 

 We calculated PDD along the y axis pass through the isocenter on the phantom cross section. PDD was calculated per 

1.0 mm depth. The size of calculation region was 10.0 mm (x), 1.0 mm (y), and 100 mm or 300 mm (z). The size of z 

direction was on the assumption of 100 mm long or 300 mm long CT chamber. Energy deposition by primary x-ray and 

Compton scatter x-ray was accounted for separately. 

 

3.  Results 

 

3.1 Conformity of EGS5 with measurement 

We checked the conformity of EGS5 with measurement (Table 1). The depth showed the distance from the 

phantom surface to the center of CT chamber. Each depth dose was normalized to 11 mm depth dose in the EGS5 and the 

measurement. 

Percent Average Error (PAE) was calculated. PAE is given as follows: 

 

 

 

where Dm was the normalized measured dose, De was the normalized calculated dose. 

In the Table 1, PAE was within ±2.4 % in all depth. 

 

3.2 PDD calculated by EGS5 in CBCT 

Fig.3 shows that PDD which was calculated on the assumption of 100 mm long CT chamber. Fig.4 shows that 

PDD which was calculated on the assumption of 300 mm long CT chamber. In both Fig.3 and Fig.4, continuous line 

indicates total deposition energy (primary and Compton scatter); broken line indicates deposition energy which only 

came from Compton scattering component of x-ray; and dotted line indicates deposition energy which came from 

primary component of x-ray. The depth indicated the distance from the upper surface to the lower surface of the phantom. 

Each deposition energy was normalized to the total deposition energy in the surface region. 

In Fig.3, peak dose of total deposit energy was 11.0 % higher than phantom surface dose. The position of 

maximum dose was 18.0 mm depth from the phantom surface. In Compton scatter component of x-ray, maximum dose 

was 17.0 % higher than the phantom surface dose. The position of maximum dose was 25.0 mm from the surface. In 

primary component of x-ray, the position of peak dose was on the phantom surface. 

In Fig.4, peak dose of total deposit energy was 22.0 % higher than phantom surface dose. The position of 

maximum dose was 30.0 mm depth from the phantom surface. In Compton scatter component of x-ray, maximum dose 

[%]100×
−

=

m

em

D

DD
PAE
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was 33.0 % higher than the phantom surface dose. The position of maximum dose was 40.0 mm from the surface. 

 

4. Discussion 

 

In Table 1, PAE is within ±2.4 % in all depth from the phantom surface. This result indicates that there is a good 

agreement between EGS5 and measurement. 

In Fig.3 and Fig.4, detail analysis of energy deposition finds that Compton scattering is contributed largely to 

maximum dose position shifting. The effect of maximum dose position shifting is greater with the 300 mm long CT 

chamber than with the 100 mm long CT chamber. This is because the 300 mm length along the direction of z axis covers 

wide x-ray beamwidth in 320 detector row CBCT and is more deposited Compton scatter component of x-rays. Our 

results showed that, in the existing CTDI estimation of CBCT, peripheral position of 10 mm depth was different to 

maximum dose position. We considered that this effect is very important for CTDI estimation. In the International 

Electrotechnical Commission (IEC) standard, dose estimation in CT scanner is now performing using CTDI100 which is 

derived from measurements of 320 mm diameter, 150 mm long CTDI phantom and 100 mm long CT chamber. In 320 

detector row CBCT, however, Geleijns et al. said that CTDI100 underestimated CTDI300 ( CTDI300 is derived from 

measurements of 350 mm long CTDI phantom and 300 mm CT chamber [3,4].) and Mori et al. said that the length of 

both the CTDI phantom and CT chamber needed to be more than 300 mm for dosimetry of CBCT
 
[5]. In this research, 

we also thought that it is better to measure CTDI using 300mm CT chamber because maximum dose position shifting is 

remarkable. The measurement using 300 mm CT chamber is, however, impractical in clinical quality assurance since it is 

difficult to develop long ionization chamber which has uniform sensitivity and to handle the large and heavy PMMA 

phantom. Along with the popularization of 320 detector row CBCT, dosimetry of x-ray CT will become even more 

complex. 

 

5.  Conclusions  

 

In this research, we calculated PDD using EGS5 in order to analyze the dose distribution in the CTDI phantom in 

320 detector row CBCT. In previous research, the need of long length CT chamber and CTDI phantom was suggested in 

CBCT. We thought that it is also important to consider about the measurement depth of peripheral positions in CTDI 

phantom in 320 detector row CBCT. 
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Table 1  the conformity of EGS5 with measurement 

Fig.1  measurement geometry Fig.2  CBCT geometry in EGS5 
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Abstract 

The aim of this research was to analyze x-ray energy spectrum and effective energy in phantom undergoing x-ray CT scan using 

Electron Gamma Shower 5 Monte Carlo simulation code. In this calculation code, radiation source of X-ray CT (TCT-300; 

Toshiba Medical, Tochigi, Japan) was rotated 360 degrees at intervals of 1degree around a phantom, which was water cylinder 

of 32cm diameter. X-ray CT is generally equipped beam-shaping filter in front of the x-ray tube radiation window. For making 

x-ray CT simulation more concrete, the effect of beam-shaping filter was incorporated in simulation code. Photon number was 

counted with respect to each energy bin in small discs in a cylindrical water phantom. That is used for in-phantom x-ray 

spectrum, and effective energy was calculated from these spectrums. In-phantom effective energy was 55.92 keV at the depth of 

1 cm (raised by 3.61 % compared to effective energy of incident x-rays), and was 55.97 keV at the depth of 16 cm (raised by 

3.65 %). Little difference existed between incident and in-phantom effective energy. In phantom, effective energy in each depth 

from the phantom surface also had little difference. 

 

1.  Introduction 

X-ray entered into a phantom is absorbed and scattered. In-phantom x-ray spectrum has the potential to differ 

from incident x-ray spectrum when continuous x-ray entered into object. We have small semiconductor dosimeters， 

which are very useful to measure doses in phantom. The semiconductor dosimeters have large energy dependence and, 

output values of them are influenced by changes in beam quality. It is important to measure x-ray energy spectrum and 

effective energy in phantom to know appropriate calibration factor, because calibration factor for the semiconductor 

dosimeters is required to estimate correct absorbed dose. It is, however, practically difficult to measure x-ray energy 

spectrum with spectrometer or half-value-layer with ionization chamber in phantom.  

In this study, in-phantom x-ray energy spectrum and effective energy were analyzed by using Monte Carlo 

simulation which has the advantage of being able to calculate energy spectrum in difficult measurement situation.  

 

2.  Materials and Methods 

      X-ray energy spectrum and effective energy in a phantom undergoing x-ray CT scan were analyzed by Electron 

Gamma Shower 5 (EGS5) Monte Carlo simulation code. 

2.1 Monte Carlo Simulation Geometry 

      X-ray-focus isocenter distance was 60 cm. The cylindrical phantom consisted of water, 32 cm in diameter and 20 

cm in length. Twenty five small water discs of 1 cm diameter were put inside the phantom, along x (horizontal) and y 

(vertical) axis of an axial plane at 0.2 cm intervals. Locations of each of four small discs nearest the phantom sueface 

62



 

were placed at 0.7, 1.0, 1.3, and 1.6 cm from the phantom surface. This geometry was created with HOWFAR, and in 

this simulation code, subroutine for determining distance from a particle to cylinder wall (subroutine cylndr and 

subroutine cyl2) was rewritten to move cylinder axis on x-y plane arbitrarily. Central axis of cylinder usually was put on z 

axis and unmoving on x-y plane. Figure 1 shows geometry of this calculation and Figure 2 shows geometry of the 

cylindrical water phantom. X-ray CT has a fan beam, and the form of incident fan beam was incorporated in this 

calculation. Focus of x-ray tube was rotated 360 degrees at intervals of 1 degree around the phantom. The fan beam angle 

was 38 degrees and beam width was 0.5 cm. 

 

2.2 Beam-shaping filter incorporated in simulation 

      X-ray CT is generally equipped with beam-shaping filter in front of the x-ray tube radiation window. By the 

beam-shaping filter, incident x-ray emitted from the target is adjusted to certain energy at CT detector after passing 

through object. Figure 3 indicates basic concept of beam-shaping filter and fan beam. Dose distribution and beam quality 

of x-rays originally emitted from the target are changed by the beam-shaping filter. For making x-ray CT simulation more 

concrete, the effect of beam-shaping filter that is contributed to x-ray attenuation and beam hardening, must be 

incorporated in incident fan beam. Figure 4 shows effective energy and dose distribution based on measurement data 

from x-ray CT (TCT-300; Toshiba Medical, Tochigi, Japan), which were incorporated in incident fan beam of our 

simulation code. 

      To take into account the effect of beam-shaping filter, incident fan beam was divided into 7 parts (0-4, 4-5, 5-6, 

6-7, 7-8, 8-9, and 9-18 degrees) on the half side of the fan beam and seven different spectrums were used in each part. 

Effective energy of the energy spectrums were 54, 57, 59, 62, 64, 72, and 73 keV from the center part to the outer part, 

respectively, and the number of photon corresponding to dose distribution data was used in each degree (0-18 degrees) of 

fan beam. 

 

2.3 Obtaining in-phantom spectrum and effective energy 

      The photons passing through the small discs inside the phantom were counted with respect to each energy bin, and 

those were used for calculating in-phantom energy spectrum and effective energy along x axis and y axis of an axial 

plane of the phantom. The total number of photon source was 1.44×10
9
. Statistical error was less than 1.0 %. 

 

3.  Results 

 

      Figure 5 shows two x-ray spectrums with the lowest and highest effective energy (55.92 keV and 56.28 keV) in 

the phantom, and Figure 6 shows incident spectrum (effective energy:Eeff = 54 keV) and in-phantom energy spectrum 

with the highest effective energy. 

      Change of effective energy in the phantom is shown in Table 1 and Figure 7. The in-phantom effective energy is 

55.92 keV at the depth of 1 cm (raised by 3.61 % compared to effective energy of the incident x-rays), and 55.97 keV at 

the depth of 16 cm (raised by 3.65 %). The spread between the lowest and highest in-phantom effective energy is less 

than 1 keV. 

 

4. Discussion 

 

      One would think that continuous x-ray entered in phantom is absorbed, and beam quality becomes just harder. 

That is true in looking at only primary x-ray, but not true with the scattered x-ray. In this research, little difference 

existed between incident and in-phantom effective energy. In the phantom, effective energy in each depth from the 

phantom surface also has little difference. At the point of each depth, low energy component of the x-ray spectrum was 

reduced by beam hardening effect. In contrast, low energy x-rays generated in another area by Compton scattering were 
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absorbed to the point, and they were contributed to low energy component of the spectrum. The proportion between 

beam hardening and Compton scattering is important component of changing process of effective energy. Figure 8 

shows change of in-phantom effective energy for each energy spectrum of seven parts of the fan beam. The graph 

indicates that in-phantom effective energy increase with increasing depth when incident x-ray effective energy is less 

than about 60 keV, decrease with increasing depth when incident x-ray effective energy is larger than about 60 keV. In 

the former, Compton scatter have a much greater impact on in-phantom x-ray spectrum than beam hardening effect, and 

the latter, opposite effect was observed. 

      In figure 7, the fluctuation of the effective energy was caused by the border of seven types of energy varied with 

the angle of fan beam. With using single type of energy spectrum for the fan beam, the fluctuation of the effective energy 

was not appeared. 

      X-ray CT also has complex factors of changing in-phantom effective energy, which are the effects of 

beam-shaping filter and rotating fan beam. Projected figure in each rotating angle is shown in Figure 9. Only the 

isocenter disc is exposed by single energy spectrum beam, but the other part discs are exposed by spectrum beams of 2 to 

7. 

      As stated above, many factors of changing in-phantom effective energy exist in a complicated situation 

undergoing x-ray CT. The proportion of between beam hardening and Compton scattering was changed with depth of 

phantom surface and incident effective energy. Thus, in-phantom beam quality is not just harder. 

      Figure 10 shows the energy dependence of small semiconductor dosimeter owned Nagoya University. The 

difference of sensitivity of semiconductor dosimeter between incident and in-phantom effective energy is shown in Table 

2. Relatively small changing of effective energy in phantom had little effect on calibration factor for the semiconductor 

dosimeter. 

 

5.  Conclusions  

 

      In-phantom x-ray spectrum and effective energy were analyzed by using Monte Carlo simulation (EGS5). Little 

difference exists between incident and in-phantom effective energy. 
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Figure 1.  Geometry of calculation code 

undergoing x-ray CT. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Fan beam of x-ray CT after passing 

through beam-shaping filter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Geometry of cylindrical water phantom. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.  Effective energy and dose distribution data. 
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Figure 5.  Comparison of spectrums of lowest 

effective energy x-rays with highest 

effective energy x-rays in phantom. The 

dashed line indicates spectrum with the 

lowest in-phantom effective energy (55.92 

keV), and the solid line indicates spectrum 

with highest in-phantom effective energy 

(56.28 keV). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Change of in-phantom effective energy in 

each depth from the phantom surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Comparison of spectrums of highest 

effective energy x-rays with the incident 

x-rays. The dashed line indicates incident 

x-ray spectrum with effective energy (54.0 

keV), and the solid line indicates spectrum 

with the highest in-phantom effective 

energy (56.28 keV). 

 

 

 

 

 

Table 1.  Summary of the calculated results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[cm] [keV] [keV] [%]  

             0.0 (incident) 54.00 - -

1.0 55.95 + 1.95 + 3.61

1.3        55.92(low) + 1.96 + 3.56

7.0         56.28(high) + 2.15 + 4.22

16.0 55.97 + 1.97 + 3.65
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Figure 8.  Changing of in-phantom effective energy 

in using single type of energy for the fan 

beam. Each energy value corresponding 

with solid lines is effective energy of 

incident x-ray spectrum, the dashed line is 

similar to the line showed in Fig.7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  Photon counting part was projected in each 

rotating angle. 

 

   

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Energy dependence of semiconductor dosimeter 

(made by T Aoyama; Nagoya University 2002)1). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table 2.  Difference of sensitivity of semiconductor 

dosimeter for effective energy. 
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       55.92(low) 0.440 -0.008 -1.79

       56.28(high) 0.441 -0.007 -1.56
in-phantom

Difference for incident Eeff
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