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Abstract

Intensity-modulated radiotherapy (IMRT) is one of the advanced radiotherapy techniques which can deliver high doses to tumor and spare surrounding normal tissues, however, the commercial treatment planning systems cannot predict the accurate dose in the intensity modulated fields.  The main purpose of this study is to develop a Monte Carlo (MC) dose calculation system for routine dosimetric quality assurance (QA) of dynamic IMRT.  The Varian Clinac 2300C/D linear accelerator equipped with the 80-leaf Mark II MLC was modeled using the EGS4 MC code for a 6 MV photon beam.  The MLC was modeled fully incorporating its specific design.  The MC models of treatment head and MLC was validated by the measurements.  A user-friendly graphical user interface (GUI) application was developed to construct a CT-based patient model and enable the dose calculation under the identical conditions with the commercial system.  In the treatment head model, the MC calculated results agreed with the measurements to within 2% for depth doses, whereas there were large differences for dose profiles.  The MLC dosimetric effects were well reproduced by MC, however, there were large discrepancies up to 8% between MC and film measurement.  In this study, an MC dosimetric QA system for dynamic IMRT was developed, although its accuracy must be improved.  This system can be a powerful QA tool to provide the benchmark data for routine verification of the results from the IMRT commercial system.
1.  Introduction

      Intensity-modulated radiotherapy (IMRT) [1] has been widely used in the treatment of cancers in the sites such as prostate [2,3], head and neck [4,5], and breast [6].  IMRT is based on the mathematically optimized non-uniform complex intensity distributions, which can be generated by a computer-controlled multileaf collimator (MLC).  It is difficult to determine the accurate dose in the intensity modulated fields mainly because of two reasons.  First, a precise dose calculation algorithm is required in the variable intensity situation of IMRT.  An IMRT beam is comprised of a number of discrete beam elements called beamlets, which correspond to a portion of the travel of a MLC leaf.  IMRT Collaborative Working Group [7] has reported that the 1 x 1 cm2 field, typical size of the area of a beamlet, showed severe perturbation in the central axis 4 MV x-ray depth doses.  The necessity of the dose calculation algorithm, which can accurately predict the electronic disequilibrium effects, has been pointed out.  Secondly, the designs of MLCs have specific dosimetric characteristics affecting the resultant dose distribution, i.e. inter-leaf leakage, intra-leaf transmission [8,9], tongue-and-groove underdosage effect [10], and rounded leaf tip transmission [11].  Precise consideration of these designs is required to predict the dose distribution incorporating these effects.
      The Monte Carlo (MC) simulation is the only option for achieving accurate IMRT dose computations with completely considering the above issues.  Some commercial treatment planning systems use superposition [12] or MC algorithms, however, commonly used approaches are still convolution [13,14] or pencil beam methods [15].  The pencil beam algorithm is not able to predict the electronic disequilibrium effect.  Although the convolution and/or superposition methods can account for that effect, the MC approach is more accurate to compute the multiple scattered photon dose near the surface of a patient and scattered electrons in higher atomic number materials [16].

The main purpose of this study is to develop an MC dose calculation system for routine dosimetric quality assurance (QA) of dynamic IMRT.  The linear accelerator treatment head equipped with the MLC was modeled using the EGS4 [17] MC code, and it was then validated by the measurements.  A user-friendly graphical user interface (GUI) application was also developed to easily construct a CT-based patient model and enable the dose calculation under the identical conditions with the commercial system.
2.  Materials and Methods
2.1 MC modeling of the linear accelerator treatment head with the MLC

      We have developed the MC models of the treatment head of the Varian Clinac 2300C/D (Varian Medical Systems, Palo Alto, CA) linear accelerator equipped with the Varian 80-leaf Marl II MLC for a 6 MV photon beam.  Figure 1 shows schematic drawings of the Mark II MLC.  The EGS4 MC code with the PRESTA algorithm [18] was used in this study.  To model the treatment head with the MLC, they were divided into the field-independent part (i.e. from target to mirror) and the field-dependent part (i.e. jaws and MLC).  The electron beam incident on the target was modeled as follows: the distributions of the energy and the radial intensity were assumed as Gaussian shape and the electron beam was incident to the target perpendicularly with no divergence.  The Gaussian parameters of the electron beam, i.e., the mean energy, the FWHM of the intensity distribution, and that of the energy distribution, were assumed to be 5.7 MeV, 0.20 cm, and 3%, respectively.  Specific design of the Varian Mark II MLC was accurately modeled in great detail fully considering the inter-leaf minute air gap, the tongue-and-grove design, the rounded leaf tip and the leaf alignment parallel to the beam divergence.  When simulating dynamic motion of the MLC leaves, the leaf sequence file generated by an IMRT treatment planning system (Varian Eclipse) was used.  The cut-off energies for transport calculation of electron (ECUT) and photon (PCUT) in all calculations of this study were set to 700 keV and 10 keV, respectively.
2.2 Validation of the MC models of the treatment head and the MLC
      To validate the treatment head model, the central axis depth dose curves and the lateral dose profiles were calculated for a 6 MV photon beam with field size of 10 x 10 cm2 in the water phantom placed at 100 cm source-to-surface distance (SSD).  The dose profiles were calculated at the calibration depth of 5 cm.  Corresponding measurements were performed using the Farmer type ion chamber (610-JARP, Applied Engineering Inc., Tokyo, Japan).
      The static tests for validation of the MLC model were implemented for investigation of the following effects: inter-leaf leakage, intra-leaf transmission, and tongue-and-groove effect.  These effects are strongly affected by geometry of the MLC model.  Dose profiles were simulated and measured with films using the particular MLC leaf test pattern for each effect.  Figure 2 shows the MLC leaf settings in the beam’s eye view for investigation of above MLC dosimetric effects.  The dynamic test to investigate the case incorporating the dynamic leaf motion was also implemented using a clinical leaf sequence file for a prostate cancer patient.  Kodak X-Omat V films (Eastman Kodak Co., Rochester, NY) were used in each measurement.  The solid water phantom (Gammex RMI, Middleton, WI) was employed for calibration and subsequent experiments.  Optical density data of the films were obtained at 96 dpi using the DD-System (R-TECH Inc., Tokyo, Japan).
2.3 Development of a GUI application
      A GUI application was developed in C++ Builder (Borland Software Corp., Scotts Valley, CA) and runs under the Windows XP (Microsoft, Inc., Redmond, WA) operating system, to enable users to easily develop the CT-based patient models, implement in-patient dose computations, and compare the results from MC and Eclipse.  The data sets of CT, Structure, Plan, and Dose established in treatment planning process were exported in Digital Imaging and Communications in Medicine (DICOM) format and then read into the GUI.  The MC dose calculations could be implemented under the identical conditions with Eclipse.  In the CT-based patient model, the CT numbers were converted to materials and mass densities based on the recommendations in the ICRU Report 44 [19].  Materials were divided into six types, i.e., soft tissue, adipose, breast, marrow, bone, and air.
3.  Results

3.1 Linear accelerator treatment head model
Figure 3(a) shows a comparison of the MC calculated and measured central axis depth dose curves normalized to the dose at dmax for 6 MV photon beam with field size of 10 x 10 cm2 in the water phantom.  The discrepancies were overall within 2% at all points beyond dmax.  Figure 3(b) represents a comparison of the calculated and measured lateral dose profiles normalized to the central axis dose at the depth of 5 cm.  There were large differences between the MC and the measurement, especially in the penumbral regions.
3.2 MLC model
3-2-1. MLC leaf transmission

      Figure 4 shows the MC calculated and measured dose profiles of inter-leaf leakage and intra-leaf transmission at x= -2.5 cm for the field setting of Figure 2(a).  The doses were expressed as percentages of 10 x 10 cm2 open field central axis dose at the depth of 5 cm.  The peaks and the valleys of the profile due to the leakage and transmission were clearly reproduced by MC.  However, there were slight dose differences about 0.5% at the peaks, about 0.1% at the valleys, and about 0.5% in the penumbral regions.  Average transmission showed a good agreement with the values of 1.47% of the MC and 1.51% of the measurement.  The peak positions of the MC profile were almost equally spaced by 1 cm and agreed well to the measurement.

3-2-2. Tongue-and-groove effect

      Figure 5 shows the dose profiles of the MC and the measurement for the complementary field depicted in Figure 2(b).  All data were normalized to the 10 x 10 cm2 open field central axis dose at the depth of 5 cm.  The underdosages were explicitly predicted by MC and the discrepancies relative to the measurement were about 8%.  The positions of the underdosage valleys were completely reproduced and showed good agreements with the measurement.  In the penumbral region, the measurement showed lower doses than the MC and the differences were about 2%.

3-2-3. Dynamic intensity-modulated field
Figure 6 represents a result of film dosimetry of the intensity-modulated dynamic test pattern.  Figure 7 shows the comparisons of calculated and measured lateral dose distributions in that field.  Although the relatively large discrepancies up to 7% were found between them, the intensity modulation was successfully predicted by MC.  In all y positions, the MC results indicated a slight underestimation of the field size.
3.3 GUI application
Figure 8 shows an overview of the GUI application.  On this form, the users can easily develop the patient models from the CT data sets exported from Eclipse.  And they can then implement in-patient MC dose calculations under the identical conditions with the treatment plan, and compare the results from MC and Eclipse qualitatively by dose distribution curves, and quantitatively by dose-volume histograms (DVHs).
4. Discussion

In this study, an EGS4 MC dose calculation system was developed for dynamic IMRT with the Varian linear accelerator equipped with the 80-leaf MLC.  The MC models of the treatment head and the MLC were validated by the measurement data sets.  In the treatment head model, there were large discrepancies between MC and measurement in the results of in-phantom depth doses and dose profiles.  The parameters of the incident electron beam were set to 5.7 MeV (the mean energy), 0.20 cm (the FWHM of the intensity distribution), and 3% (the FWHM of the energy distribution) in this study.  An iterative tuning process is required to determine a consistent set of parameters, and it is currently in progress for both of 6 and 15 MV photon beams with several field sizes.  The MLC dosimetric effects (i.e. total leaf transmission and tongue-and-groove effect) were well reproduced, and the dynamic simulation could predict the intensity modulation.  However, there were dose discrepancies between the results of MC and measurement.  It will be investigated in detail after tuning the incident electron beam parameters.
The necessity to accurately consider the MLC design in the IMRT dose calculation was stated by some investigators.  Palmans et al. [20] have compared the two component modules (CMs) of the BEAM/EGS4, i.e. MLC (focused flat leaf tip surface) and MLCQ (curved shape of rounded leaf tip), and indicated that the default MLC model of the BEAM (CM MLC) can lead to differences of up to 15% in the penumbral regions.  Van de Walle et al. [21] compared two simulations with the CM MLCQ (exclusive of inter-leaf air gap) and MLCE (inclusive of inter-leaf air gap).  Their results showed that the total MLC transmission and the tongue-and-groove effect could be reproduced with MLCE, however, MLCQ was not able to predict those effects at all.  The MLC design was fully modeled in our study, and leaf transmission and tongue-and-groove effect were successfully reproduced.  The rounded leaf tip model will also be validated in future.
The MC dose calculation system built in this study will be further developed into the dosimetric QA system.  This system can allow the routine verification of the calculated results from the commercial treatment planning system.  The MC data can be used as a benchmark in order to quantitatively detect the area where the commercial system fail to calculate the accurate dose due to electron disequilibrium, tissue heterogeneities, multiple scatters and/or MLC dosimetric effects.  Although this system can be a powerful QA tool, the MC calculation requires long CPU time in order to decrease the statistical uncertainties and it is required to be reduced.  The approach to accelerate the MC calculation by parallelization is now in progress.
5.  Conclusions
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An EGS4 MC dose calculation system for dynamic IMRT was developed.  MLC dosimetric effects were then successfully reproduced well for both of the static and the dynamic test patterns.  Discrepancies between the MC and the measurement will be investigated after tuning the parameters of the incident electron beam.  This system will be developed into the QA system for the routine verification of the commercial treatment planning system for dynamic IMRT.
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Figure 1.  Schematic drawings of Varian 80-leaf Mark II MLC.
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(b)
Figure 2.  MLC leaf settings in the beam’s eye view: (a) for inter-leaf leakage and intra-leaf transmission (b) for tongue-and-groove underdosage effect.
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Figure 3.  Comparisons of the results of MC and measurement: (a) depth doses and (b) lateral dose profiles in the water phantom for a 6 MV photon beam with the field size of 10 x 10 cm2.

Figure 4.  Dose profiles in y-direction at x = -2.5 cm of the fields with the MLC leaf setting depicted in Figure 2(a).

Figure 5.  Dose profiles in y-direction at x = -2.5 cm of the fields with the MLC leaf setting depicted in Figure 2(b).
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Figure 6.  Film dosimetry of the intensity-modulated dynamic test pattern.  Arrows represent the directions to obtain the lateral dose profiles and each alphabet corresponds to that in Figure 7.







Figure 7.  Dose profiles in x-direction of the intensity-modulated dynamic test pattern.
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Figure 8.  An overview of the GUI application.
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